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Abstract—Despite being highly accurate, widely used multimedia analysis algorithms can suffer from bias, affecting users’ trust in them. For instance, algorithms for face recognition, pedestrian detection, and image search have recently been reported to be biased. In this paper, we move the discussion on algorithmic fairness to a new domain, namely, pupil detection. We audit a widely used OpenCV algorithm for pupil detection from the perspective of fairness and accuracy. The algorithm is audited using two different datasets: a single-person image dataset (CelebA), and a group image dataset (Images of Groups). In both datasets, we found the OpenCV pupil detection algorithm to provide reasonably high accuracy but also yield statistically significant bias with respect to gender. The results provide the first empirical evidence for the existence of gender bias in pupil detection algorithms in both single person as well as group image settings. These results could have a deleterious impact on downstream multimedia applications such as identity authentication, attention assessment, and e-learning. Finally, we discuss the process of appropriately choosing the pupil detection algorithm parameters that may help reduce bias while maintaining high accuracy in various multimedia applications.
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I. INTRODUCTION

In the last decade, we have seen a dramatic increase in multimedia-based applications and services. Applications like facial recognition systems, smart surveillance systems, self-driving cars, and numerous other services that we use every day have benefited from the recent advances in machine learning technologies. Several business processes are being automated [1] [2] and such automation has resulted in a reduction in cost and processing time and has improved quality.

The primary focus of improvements in these algorithms has been to improve their performance, run time complexity, accuracy, etc. However, with increased adoption, the issue of algorithmic bias has come to the forefront [3]. Algorithmic bias refers to the notion that a given algorithm behaves differently for different demographic groups. (Conversely, an algorithm is considered to be ‘fair’ when there is no difference in performance across different demographic groups.) These different groups can be based on different social descriptors such as gender, ethnicity, age, or their combination. For instance, Buolamwini et al., have reported that face detection algorithms work poorly for women and people of color compared to men and light-skinned people [4] and Wilson et al., have found pedestrian detection algorithms to perform differently for different skin tones [5]. Such biases, if left unreported or unmitigated, would have deleterious downstream effects on society.

The bias in an algorithm can originate from several factors, including but not limited to an unbalanced training dataset and the use of features implicitly connected with demographic descriptors (e.g., zip code) [6]. Because of the bias in algorithms, the outcome is often favorable for one group (privileged group) as compared to others (unprivileged group). This results in the denial of equal opportunity to the unprivileged group and can also lead to discrimination and prejudicial treatment to certain parts of society without their fault.

Algorithmic bias can reduce the users’ trust in technology and reduce the algorithm’s acceptability even if it is highly accurate [7], [8]. From the perspective of technological organizations, algorithmic bias is a crucial problem since it limits their user base and reduces the utility of their products and services. Thus from various such perspectives like discrimination, loss of credibility, trust, and justice, determining the algorithmic bias and finding ways to correct it is of utmost importance. Ideally, every algorithm should be checked for bias, and users should be educated about the bias, if there is any. Furthermore, steps should be taken to make the outcome of these algorithms fairer. Hence, auditing state of the art or widely used algorithms is of critical importance. In this paper, we have audited the OpenCV [9] implementation of the pupil detection algorithm for gender bias on two independent datasets. We also make an observation on parameter selection (rather than going with ‘defaults’ or selection solely based only on accuracy) to ensure that human-facing multimedia algorithms prioritize both fairness and accuracy.

The OpenCV [9] library is widely used by researchers and professionals in the industry. It contains implementations of several well-known algorithms in the computer vision and multimedia domain, e.g., face recognition, pupil detection, etc. In this paper, we focus on the pupil detection algorithm since its OpenCV implementation is widely used and is also an essential component of several advanced algorithms such as attention analysis, person identification, and gaze detection [10]. The gaze of a person is the direction in which the person is looking. In real world, gaze detection is an essential part of any nonverbal communication. It helps in understanding
the mood, attention, attitude and helps in conveying emotions. These features can be further utilized in combination with other information to train the machine learning algorithms to develop various applications. One of the basic steps in gaze detection algorithms is pupil detection. Some of the popular downstream applications of such algorithms include unlocking smartphones, gaming, virtual and augmented reality-based applications.

Hence, gender bias (e.g., unequal performance for different groups based on gender) in pupil detection can significantly advantage (or disadvantage) certain sections of the society. In this paper, we evaluate the algorithmic bias or fairness based on gender. We consider the users to belong to two groups: privileged and unprivileged. Based on significant sociological as well as emerging fairness in AI literature, we consider males to be the privileged group [4], [11]. Then, based on statistical tests, we audit whether the algorithm performs better for the privileged group. We test this hypothesis on two different datasets, one with group images and the other with single images. A group photo entails more than one subject in the photo, whereas a single image represents a photo with only one subject. In this paper, we also make a note on parameter selection criteria for the algorithm to make it highly accurate and less biased.

The key contributions of this paper are:
1) Audit the OpenCV pupil detection algorithm for gender bias.
2) Provide empirical results for both single and group image settings.
3) Discuss the trade-off between accuracy and fairness based on parameter selection in the pupil detection algorithm.

We use the ‘Images of Groups’ and ‘CelebA’ datasets to perform our experiments [12], [13]. The goal was to audit gender bias in them and try to come up with a way of parameter tuning in order to make the OpenCV implementation of the pupil detection algorithm fair and accurate. The results provide the first empirical evidence for the existence of gender bias in pupil detection algorithms in both single person and group image settings and also a potential pathway for balancing fairness and accuracy via parameter tuning.

The rest of this paper’s organization is as follows: In Section II we describe the related literature. Section III describes our implementation of the OpenCV algorithm for pupil detection along with definitions and assumptions. In Section IV, we explain the datasets used in experiments and discuss their results. Section V discusses the social implications of gender bias. Finally, in Section VI, we conclude the paper along with potential future work.

II. RELATED WORK

A. Pupil Detection

Recently, gaze detection in an image has become a widely popular research field. In [14] Kar and Corcoran presented an extensive review of eye gaze detection techniques and compared the performances of various methodologies based on the use case. The paper summarized various methods of gaze tracking, namely, 2D regression, 3D modeling, shape-based and appearance-based. Every approach comprises of varying hardware setup and supports a variety of use cases. In [15], Yonetani et al. proposed a novel method of eye gaze probing to detect an object that is focused by the user. In [16], Okamoto et al. provide an application of gaze detection for the classification of pedestrian behavior using the data of pedestrians looking into the direction boards in a shopping mall. Similarly, there are multiple studies that focus on gaze detection and gaze following using the detected gaze and its applications [17], [18].

There has also been some research in gaze detection and gaze following in group images. In [19], Kodama et al. discussed a target localization technique based on gaze direction in group images. They used aggregation of each person’s gaze direction and deduced the position of the target being gazed at by the group. However, the paper only achieves higher accuracy when the number of subjects in the group image is large. For an image with fewer than five faces, the Mean Absolute Error (M.A.E) of target localization is higher. Similarly, in [20], Recasens et al. proposed an approach for gaze-following in a group image. They used a deep neural network based approach and worked on various head and gaze orientations. Some researchers have also used 3D modeling in order to detect the z position along with the traditional x, y positions of gaze on a 3D plane [21].

Pupil detection applications also remain in head-mounted pupil detection devices and static or remote image processing. In [22], Fuhl et al. have summarized eight pupil detection algorithms and tested them over three datasets with varying illumination, occlusion, head, and camera position. Haar cascading was used for detecting the face and eye region. They concluded from the extensive evaluations that the algorithms made for pupil detection on remote images are not better than the ones for head-mounted pupil detection. In [23], Fuhl et al. proposed a novel algorithm for robust pupil detection in real-world images incorporating edge filtering and Angular Integral Projection Function-based histogram calculations. They tested their method on thousands of images from the real world over multiple datasets and achieved very high detection rates compared to two state-of-the-art algorithms. Another approach was introduced in [24] by Yang et al. that used ultrasound images for pupil detection. In [25], George and Routray proposed a novel approach in gaze localization in low-resolution images. The multi-phased approach made use of the eye’s geometrical characteristics and was tested on multiple datasets.

Another popular approach for pupil detection is by using the OpenCV library. This method has been widely used by researchers in computer vision applications, especially for the creation of more advanced pupil detection algorithms downstream. In [26], Luo et al. made use of a fast contour based approach using the binary pupil image to get the center of the pupil and calculate its diameter. Similarly, in [27], Bonteanu et al. used adaptive thresholding methodology on...
top of the ellipse-fitting on a binary image using contour to get the pupil center and achieved decent results for variable lighting conditions. In [28], Pimplaskar et al. incorporated the centroid method and connected component technique to track the eye position real time. This method was also used to check for blinks in real time.

There are numerous research efforts in the literature that make use of OpenCV platform to perform pupil detection [29] [30] [31] [32] [33]. OpenCV remains one of the most popular libraries for computer vision and multimedia tasks. For instance, a book on using the OpenCV library has over 8,000 citations as of October 2021 [34]. Hence, understanding the working of algorithms in OpenCV, especially their fairness impact is important for the research community.

### B. Bias in Algorithms

Bias or fairness in machine learning algorithms has been a popular research topic in the recent past. Many researchers have condemned the machine learning algorithms for biased results based on gender and ethnicity and proposed methods to overcome it. In [4], Buolamwini and Gebru discussed the bias in facial analysis algorithms based on gender and skin type. The paper audited bias in detecting darker males, darker females, lighter males, and lighter females with varying error rates. The bias in an algorithm can also surface due to the fact that the trained data was biased towards a particular group. In [39], Caliskan et al. explained the bias in ordinary language on the basis of gender and race, which, when used as training data for an application, can result in an unfair algorithm. They used GloVe word embedding model trained over a sample of text from the web. Similarly, in [36], Bolukbasi et al. discussed the male and female stereotypes in word embedding even when trained on well-known Google News Articles data. They evaluated this bias based on occupational words and by producing analogies that humans use to derive a gender-based stereotype. In [38], Dwork et al. discussed fairness in the classification algorithms for admission of students in a university, forbidding discrimination based on their memberships in groups.

In [37], Singh et al. discussed the presence of gender bias in image search results coming from different digital media platforms. Alasadi et al. studied the problem of bias in multimodal cyberbullying detectors and proposed a fairness-aware fusion framework for the same [35]. Almuzaini et al., [11] discussed gender-based bias in multiple sentiment detection algorithms and proposed an approach to reduce such bias. In another effort Alasadi et al., discuss fairness in face matching algorithms and propose an adversarial network based approach for countered it [40].

There have been some other studies about gender bias and gaze in various other fields as well. For instance, in [41], Bayliss et al. explained the gender bias in infants with autism. They evaluated the ‘extreme male brain’ theory of autism, which states that, in the general population, males should display more autism-like traits than females. Similarly, [42], and [43], reported that the difference in gender affects the user’s perception of emotion and their preferences psychologically. Although these studies study the interplay between gender and gaze, our work is focused on gender bias in the gaze detection algorithms as applied to digital images.

As can be seen from the above discussion, both pupil detection and bias detection in algorithms have been studied extensively in the literature. However, there has been no previous work at their intersection. Table I summarizes the bias detection related work from literature. Although there are various studies in the literature on detecting the bias and fairness of algorithms, to the best of our knowledge, this is the first pursuit to analyze gender bias in the pupil detection algorithms.

### III. PROPOSED WORK

Our work uses a well-known pupil detection algorithm and a bias evaluation methodology for that algorithm for two groups: male and non-male. We have used the Dlib-ml [44] library for face detection and eye isolation. OpenCV [45] was used for binary masking and detection of pupil center.

### A. Definitions

In this subsection, we provide definitions as follows:

**Definition 1:** (Accuracy ($\alpha$)) Accuracy is defined as the ratio of the number of faces with correctly detected pupil center over the total number of faces.

$$\alpha = \frac{n}{N}$$

(1)

Where $N$ is the total number of faces and $n$ is the total number of faces with correct pupil center prediction such that, $n \leq N$.

The detection of pupil center is considered correct when the detected and the ground truth center coordinates of the pupil are within a pre-defined threshold $\tau$.

**Definition 2:** (Bias) Bias is defined as the difference in accuracies between the privileged and unprivileged group.

$$Bias = \alpha_{priv} - \alpha_{unpriv}$$

(2)

$\alpha_{priv}$ and $\alpha_{unpriv}$ denote the accuracies for privileged (male) and unprivileged (non-male) group respectively.

<table>
<thead>
<tr>
<th>Work</th>
<th>Aspect of Bias</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alasadi et al. [35]</td>
<td>Gender</td>
<td>Cyberbullying Detectors</td>
</tr>
<tr>
<td>Bolukbasi et al. [36]</td>
<td>Gender</td>
<td>Word Embedding</td>
</tr>
<tr>
<td>Singh et al. [37]</td>
<td>Gender</td>
<td>Digital Media</td>
</tr>
<tr>
<td>Dwork et al. [38]</td>
<td>Membership in group</td>
<td>Classification</td>
</tr>
<tr>
<td>Caliskan et al. [39]</td>
<td>Gender, Race</td>
<td>Language Processing</td>
</tr>
<tr>
<td>Buolamwini and Gebru [4]</td>
<td>Gender, Race</td>
<td>Facial Analysis</td>
</tr>
<tr>
<td><strong>Proposed Method</strong></td>
<td>Gender</td>
<td>Pupil Analysis</td>
</tr>
</tbody>
</table>
B. Assumptions

Similar to our past work in this area [10], we assume the following points in the paper:

A1 The state-of-the-art face detection and eye isolation algorithms used work seamlessly.
A2 Photo is taken in either group setting, i.e., more than one face exists in it, or is a single photo, i.e., only one face exists in it.
A3 Each face is without any disrupting accessories like sunglasses or a hat.
A4 Both eyes are visible for each subject in the photo.

C. Method

Figure 1 depicts the workflow of the OpenCV implementation of the pupil detection algorithm. Specifically, it uses the following steps to find the center of the pupil:

Step 1. Apply face detection algorithm on the input photo $I$, and get $N$ detected faces, $N \geq 1$.
Step 2. For each face $n \in N$, apply an eye isolation algorithm and isolate the eye area.
Step 3. Apply blink detection on the eye area to detect if there is a blink.
Step 4. If Yes, then finalize $x = 0$ and $y = 0$ as the coordinates for the pupil center of the face and move onto the next face (Step 2). Else, move to Step 5.
Step 5. Pupil detection mechanism is applied to the eye region to find the pupil area.
Step 6. Find the coordinates of the center of the pupil area.
Output: The center coordinates for pupil for all the $n$ faces detected in Step 1.

The proposed method begins by applying a face detection algorithm to the given input image. For each face detected, an eye detection algorithm is applied, which provides an eye frame to be passed onto the blink detector. Blink detector makes use of Eye-Aspect-Ratio (EAR), as discussed by Soukupova and Cech in [46].

A blink is detected if and only if the EAR drops below a specific threshold value. If a blink is detected, the location of the center of the pupil is set to zero for that face, and the algorithm moves onto the next face in the input image. If not, then the eye frame is passed on to the pupil center detection module. Binary masking coupled with adaptive thresholding was used in order to detect the pupil for the eye. The center of the pupil was detected by passing the image through an erosion-dilation-blurring mechanism. Along these lines, the pupil center coordinates are recorded for each face in the input image. The coordinates for the pupil center consider a threshold ($\tau$) with respect to the size of the face ($\gamma$). This threshold was calculated as follows:

$$\tau = 0.0001 \times \text{area}(\gamma)$$  \hspace{1cm} (3)

where $\text{area}$ is calculated using following formula:

$$\text{area} = w \times h$$  \hspace{1cm} (4)

where $w$ is the width of face area and $h$ is the height of face area.

This was done in order to take the face size into consideration when working with the group images in one of our datasets. The images in our datasets were from the real world and hence had a varying size of faces depending on the number of subjects and the distance of the subjects from the camera.

Figure 2 depicts the eye area regions of examples with correct and incorrect detection of pupil center. In the figure, the yellow marker represents the ground truth coordinates of the pupil center, and the red marker represents the coordinate points detected by the program. As can be seen in Figure 2a, the yellow and the red marker almost overlap, i.e., the detected pupil center coordinates and the ground truth pupil center coordinates have a difference value that lies within the

<table>
<thead>
<tr>
<th>Number of faces ($N$)</th>
<th>Male</th>
<th>Non-Male</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Correct detection ($n$)</td>
<td>254</td>
<td>280</td>
<td>534</td>
</tr>
<tr>
<td>Incorrect detection</td>
<td>30</td>
<td>58</td>
<td>88</td>
</tr>
</tbody>
</table>

| Accuracy ($\alpha$) %| 89.43 | 82.84 | 85.85 |

TABLE II: Summary of results for Images of Groups dataset
threshold $\tau$. This exhibits a correct detection of the pupil center. Similarly, for the second face in the figure, the red marker and yellow marker overlap making the difference between them less than the threshold $\tau$. Whereas, in Figure 2b, the red marker and the yellow marker do not coincide with each other. The difference in their positions is more than the threshold $\tau$. This exhibits incorrect detection.

IV. EXPERIMENTS AND RESULTS

In this section, we first describe the datasets, then provide experimental results for bias audit in the pupil detection algorithm using statistical analysis.

A. Dataset

1) Images of Groups: For our experiments, we used a subset of the ‘Images of Groups’ dataset proposed by Gallagher and Chen [12]. The dataset consists of group images from Flickr with multiple faces or subjects in the image. The face count ranges from 2 to 10 over a total of 200 group images. The images have varying combinations of the number of male and non-male faces. The dataset had a total of 606 faces, out of which 280 were male, and 326 were non-male faces. Table II summarize the statistics about the dataset. All the faces in each group image were labeled with gender and pupil center coordinate by manual observation as the ground truth as described previously in [10].

2) CelebA: We have used a subset of the popular CelebA dataset proposed by Liu et al. [13]. Our dataset consists of a total of 67,234 face images of popular celebrities, with each having more than 40 attributes. Out of which, 28,020 were male, whereas 39,214 were non-male. Table III summarize the statistics about the dataset. The gender attribute for the people (celebrities) was provided as part of the dataset, and the pupil center coordinate was annotated manually for ground truth.

We note the limitations with gender inference based on visual markers and that they may vary from the individuals’ disclosed gender [37]. A face in the dataset had two possible gender values: male and non-male.

B. Bias Auditing

We approached to test the OpenCV pupil detection algorithm’s accuracy by comparing the pupil center coordinates of a person given by the algorithm with the “ground truth” manual observation, and accuracy was calculated using Eq. 1. The accuracy was calculated for two groups: male and non-male. In the Images of Groups dataset, we observed that the accuracy for correctly detecting the pupil center for males was 89.43%, whereas that for non-males was 82.84%. Overall, an accuracy of 85.85% was obtained. Similarly, for the CelebA dataset, the accuracy for males was 92.59%, whereas that for non-males was 90.45%. The overall accuracy of 91.34% was obtained. Hence, there was a difference in the performance of the pupil detection for the male and non-male groups in both the datasets.

In order to determine the statistical significance of the abovementioned performance difference in the pupil detection algorithm, we used bootstrapping method and performed the Welsh’s $t$-test. Bootstrapping is a metric used in resampling methods by incorporating random samplings. It assigns various accuracy measures like confidence intervals, variance, etc., to the sample estimates. This technique allows estimation of the sampling distribution of almost any statistic using random sampling methods [47]. We used bootstrapping to randomly select samples to calculate the mean and variance of accuracies for both groups (privileged and unprivileged) on both datasets. For each group (male and non-male), we took 200 samples from the Images of Groups dataset randomly 100 times, and similarly, we took 20000 samples from the CelebA dataset randomly for 1000 times. The mean ($\overline{X}_1$ and $\overline{X}_2$ for male and non-male group respectively) and standard deviation ($\sigma_1$ and $\sigma_2$ for male and non-male group respectively) were calculated. With the Images of Groups dataset, the mean accuracy for male faces over a sample size of $N=100$ was 89.56%, and that for the non-male group was 81.27% with the same sample size. The variance for the male group was calculated to be 0.08%, whereas for non-male was 0.07%. With the CelebA dataset, the mean accuracy for male faces over a sample size of $N=1000$ was 92.60%, and that for the non-male group was 90.54% with the same sample size. The variance for the male group was calculated to be 0.05%, whereas for non-male was 0.09%. The delta ($\Delta$) between these two groups was used for auditing of bias.

The $\Delta$mean = 8.29% for Images of Groups dataset and the $\Delta$mean = 2.06% for CelebA dataset here shows that the pupil detection algorithm works better for the privileged male group as opposed to the unprivileged non-male group. Next, we used an independent, two sample Welch’s $t$-testing approach for equal sample sizes and unequal variances. The results are summarized in Tables IV and V.

The null and alternate hypothesis is defined as follows:

Null Hypothesis [$H_0$]: There is no significant difference between the accuracies of the pupil detection algorithm for male and non-male groups.

Alternate Hypothesis [$H_a$]: There is a significant difference between the accuracies of the pupil detection algorithm for male and non-male groups.

As observed from Table IV, when tested on the Images of Groups dataset, the two-tailed $p$-value for $t = 740.45$ and degree of freedom = 197 was $p < 0.0001$. Therefore, the null hypothesis ($H_0$) was rejected and alternate hypothesis ($H_a$), was accepted. Similarly, from Table V, when tested on the CelebA dataset, the two-tailed $p$-value for $t = 632.7240$ and degree of freedom = 1562 was $p < 0.0001$. Therefore, the
null hypothesis ($H_0$) was rejected, and the alternate hypothesis ($H_1$) was accepted as well. This means that the algorithm appears to favor the privileged group (males) over the unprivileged group (non-males) in a statistically significant manner, and the results hold true for single versus group images as tested on two different independent datasets.

C. Parameter Selection and Tradeoff

An integral part of the OpenCV implementation of pupil detection algorithm is the `adaptive_threshold()` function. According to the documentation of OpenCV, this function takes six parameters as input: source image, the maximum non-zero value assigned to the pixels for which the condition is satisfied, the adaptive method to be used for thresholding, threshold type, block size $b$, i.e., the size of neighborhood pixels in order to calculate the threshold, and a constant $c$ which is subtracted from the mean or weighted mean calculated [9]. Out of these parameters, the only tunable ones that typically affect the algorithm’s accuracy are $b$ and $c$.

In one of the cases, while testing with the Images of Groups dataset, the accuracy of around 85% was obtained with $b = 115$ and $c = 1.8$, chosen at random in the implementation of the OpenCV for adaptive thresholding function. As the results of both datasets were eventually aimed to be compared with each other, we decided to keep these as the base values for evaluating the accuracy for both datasets.

We decided to evaluate various combinations of these two parameters with an aim to find a combination of values that may yield an accurate and fair algorithm on group images from the Images of Groups dataset. This was achieved empirically. Figures 3 and 4 represent the results obtained in this process.

As can be observed in Figure 3a, the pupil detection algorithm’s accuracy on the group images from the Images of Groups dataset varies with different values of $b$, for a constant value of $c = 1.8$. The algorithm achieves the highest accuracy of 86% for $b = 45$ and steadies at 85% for the $b$ values from 95 through 255. On the contrary, when we keep the value of $b$ constant at 115, as in Figure 3b, for varying $c$ values, the accuracy is not affected at all. The same result holds for various values of $b$ kept as constant with varying $c$. We experimented with changing the value of $b$ until the highest accuracy was obtained. Highest accuracy of 86% was obtained with $b = 45$. Next, the value of $b$ was kept constant, and the value for $c$ was varied as can be seen in Figure 3b.

The accuracy of the algorithm does not change with the change in values of $c$. This trend of values remaining constant

---

**TABLE IV:** Performance comparison for privileged (male) and unprivileged group (non-male) for Groups of Images dataset

<table>
<thead>
<tr>
<th>Test Parameters</th>
<th>Male</th>
<th>Non-Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean ($\bar{X}$) (%)</td>
<td>89.56</td>
<td>81.27</td>
</tr>
<tr>
<td>Variance ($\sigma$) (%)</td>
<td>0.08</td>
<td>0.07</td>
</tr>
<tr>
<td>Sample size</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>$p$-value</td>
<td>&lt;0.0001</td>
<td></td>
</tr>
<tr>
<td>Result</td>
<td>$H_0$ Rejected and $H_1$ Accepted</td>
<td></td>
</tr>
</tbody>
</table>

---

**TABLE V:** Performance comparison for privileged (male) and unprivileged group (non-male) for CelebA dataset

<table>
<thead>
<tr>
<th>Test Parameters</th>
<th>Male</th>
<th>Non-Male</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean ($\bar{X}$) (%)</td>
<td>92.60</td>
<td>90.54</td>
</tr>
<tr>
<td>Variance ($\sigma$) (%)</td>
<td>0.05</td>
<td>0.09</td>
</tr>
<tr>
<td>Sample size</td>
<td>1000</td>
<td></td>
</tr>
<tr>
<td>$p$-value</td>
<td>&lt;0.0001</td>
<td></td>
</tr>
<tr>
<td>Result</td>
<td>$H_0$ Rejected and $H_1$ Accepted</td>
<td></td>
</tr>
</tbody>
</table>
for varying $c$ value with a constant $b$ value can be seen for fairness results as well. The bias or fairness of an algorithm was calculated by using Equation 2. The bias between the accuracy of privileged and unprivileged groups remains constant for any value of constant $b$ and varying $c$, as can be seen in Figure 4b. When the $c$ was kept constant, the bias dropped from 10.29% at $b = 15$ to 5.5% at $b = 45$. The bias then increased to 7.1% and remains steady after that for values ranging from $b = 75$ through $b = 255$ as can be seen in Figure 4a. Hence, different applications could easily see a range of bias from 5.50% to 10.29% depending on the value of $b$ chosen.

As these are preliminary results, auditing bias is the paper’s main focus and the onus of correcting it is with the application developers who use the aforementioned pupil detection algorithm as a base for their applications. The combination of Figures 3a and 4a can be used by system designers to identify the suitable thresholds that work in their particular setting. For instance, they can choose to prioritize fairness or accuracy, or as is a possibility here, pick a combination of parameters that provides a good balance between fairness and accuracy. In the presented analysis, a setting of $b = 45, c = 1.8$ gives both high accuracy (86%) and low bias (5.5%) in the Images of Groups dataset, and the same was kept constant for the CelebA dataset for fair comparative analysis. An interesting future study could include comparing the results when the values are changed on both datasets.

V. DISCUSSION

Our results based on statistical analysis over multiple datasets indicate that the pupil detection algorithm in OpenCV may yield biased results across gender groups. We take inspiration from the work by Boualamwini and Gebru [4] who were the first to undertake fairness audit in face analysis algorithms in a systematic way. Their work has helped motivate multiple algorithmic audit and algorithmic adaptation efforts [35], [48]. As the first systematic empirical effort in the area of fairness of pupil detection, this work aims to motivate further research in the area of fairness of pupil detection. Some of the limitations of the current work (e.g., use of binary gender, two datasets) can be countered with follow up work in this important area of fairness in pupil detection.

Creation of fair and accurate pupil detectors can impact the life of users in multiple ways, including:

1) Gaze based identity authentication [49]: These days many smartphones and other devices use face recognition in order to authenticate the user. Along with that, many applications also use persons’ gaze towards the camera or screen for unlocking. In such applications, the aspect of gender-based bias provides an unfair advantage to the privileged group based on gender.

2) Attention assessment or evaluations [50]: With the increasing use of online platforms for conducting job interviews and research studies, attention assessment, and confidence assessment, using the candidate’s eye contact has been tough. In such applications where a person’s gaze can influence decisions, gender bias could play an important role.

3) E-Learning [51]: With the advent of online learning methodologies, fair assessment of the student’s gaze towards the screen (e.g., in online examinations) has become critical. A gender bias in this application could hinder the opportunities for the unprivileged group (e.g., based on gender).

As mentioned earlier, an important limitation of this paper is the usage of binary visual gender labels, which for the “Images of Groups” dataset was based on human observations to establish ground truth. Connecting with the subjects or obtaining the disclosed gender of the subjects in the dataset was not practically possible, and hence as a starting point we have decided to use these gender labels to test for bias in gaze detection algorithms. The labels in CelebA (celebrity images) were provided by the creators of the dataset, which was in turn based on resources such as IMDB and Wikipedia. While not perfect, this process complements the manual gender labeling process adopted for “Images of Groups”. The results for gender bias in gaze detection were found to be consistent in both datasets. Future work with self-described gender labels in image datasets should be welcomed.

VI. CONCLUSION

Our audit of OpenCV’s pupil detection algorithm, tested on two separate datasets suggests that it has a statistically significant bias favoring male faces compared to non-male faces. This bias can impact opportunities in downstream multimedia applications in fields such as authentication, education, and employment assessment. Initial experimental results on the ‘Images of Groups’ dataset suggest that this bias can be reduced by carefully choosing the algorithmic parameters (block size, in this case), with minimal loss of overall accuracy of the algorithm. Future work includes auditing other state-of-the-art algorithms for fairness and creating a generic framework to ensure high accuracy and fairness in similar settings.
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