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Abstract
Cyberbullying is a critical socio-technical problem that seriously limits the use of online interaction spaces by different individuals. Emerging literature identifies cyberbullying as a continuous temporal phenomena rather than one-off incidents. However, as of yet, little computational work has been done to model the temporal dynamics of cyberbullying in online sessions. In this work, we model the temporal dynamics of commenting behavior as point processes and validate it over a crowd-labeled cyberbullying data-set of Instagram media sessions. We define several temporal features to model the distinguishing characteristics between cyberbullying and regular media sessions. We find that our approach is successfully able to identify significant differences between cyberbullying and regular media sessions, and provide a performance increase in cyberbullying detection. This paves the way for more nuanced work on the use of temporal modeling to detect and mitigate the occurrence of cyberbullying.

Introduction
Cyberbullying is a critical socio-technical problem that seriously limits the use of online interaction spaces by different individuals. According to a National Crime Prevention Council report, more than 40% of teenagers in the US have reported being cyberbullied (Dinakar et al. 2012). Multiple studies have highlighted the negative effects of cyberbullying, which include deep emotional trauma, psychological and psychosomatic disorder, and in some cases, even suicide (Hosseinmardi et al. 2015; Tokunaga 2010). Hence, cyberbullying detection and mitigation are important to keep online spaces safe from abuse and improve the lives of millions of online users who are affected by cyberbullying each year.

Emerging literature identifies cyberbullying as a continuous temporal phenomena rather than one-off incidents (Hosseinmardi et al. 2015; Kowalski and Limber 2013). Besides intent to harm, and power imbalance, other important defining characteristic of cyberbullying are persistence and repetition of aggression over time (Kowalski and Limber 2013). However, as of yet, very little computational work has focused on the temporal dynamics and the repetition of bullying behavior over time.

There exists a large base of literature that attempts to define, characterize, detect, and mitigate instances of cyberbullying. While there is a large body of work characterizing the textual content of the comments, there has been relatively little work to understand the temporal characteristics of commenting behavior. Temporal modeling adds nuance to text-based methods that do not consider each comment as a distinct event in time over the evolution of the comment section. Given that cyberbullying is not a one-off process, we hope to connect the temporal dynamics we discover with its qualitative description. Furthermore, temporal characteristics can be extracted without needing to read user content, and are therefore compatible with social networks that only allow access to content meta-data rather than the actual text content.

In this work, we specifically use a data-set of hand-labeled Instagram media sessions (image, social information, and comments) to answer the following questions:

RQ1: How can we model the temporal aspects of commenting behavior in media sessions such that they reveal unique characteristics of cyberbullying?

RQ2: Do temporal features complement text-as-a-corpus features to increase performance in cyberbullying detection?

Related Work
There have been many efforts to identify characteristics of cyberbullying using, for example, textual, social, and visual features (Dinakar, Reichart, and Lieberman 2011; Huang, Singh, and Atrey 2014; Singh, Ghosh, and Jose 2017). Following (Hosseinmardi et al. 2015), here we consider cyberbullying to not be a function of a single comment but rather a combined effect of repeated interactions between individuals in an online thread or session. To our knowledge, there has been no computational work on the temporal characteristics of cyberbullying at the session level.

Potha and Maragoudakis used a data-set pertaining to online predators rather than cyberbullies, and investigated the use of SVD on time-series data to model predator-victim relationships (Potha and Maragoudakis 2014). Another work modeled peer influence, and observed the relationship between elapsed time and the probability of the spread of bullying from known bullies. It focused on individual commenters and pairwise relationships between commenters, rather than media sessions, and briefly mentions, but does...
not model, more detailed temporal qualities (Squicciarini et al. 2015). Hosseinmardi et al., who have provided the data-set for our work, also mention simple temporal factors but only in the context of ground-truth labeling behavior, not detection (Hosseinmardi et al. 2015). Therefore, we believe our work to be the first to thoroughly analyze temporal characteristics of comment arrival at the session level to identify characteristics of cyberbullying and detect instances of it.

Data
We consider a data-set of Instagram media sessions created by Hosseinmardi et al. Each session includes the submitted image, social information (number of followers and follows for the original poster, and number of shares for the image), and the associated textual comments. Each session was hand-labeled by five crowd-sourced annotators (via CrowdFlower) who were instructed to label media sessions as involving cyberbullying if there were negative words and comments with intent to harm someone, and the comments include two or more instances of negativity against a victim who could not easily defend him or herself (Hosseinmardi et al. 2015). For our analysis, we only retain sessions with a labeling confidence of 0.8 or greater, leaving us with 1,734 sessions, of which 365 contain cyberbullying.

Modeling & Features
We now describe our modeling methods and relevant features pertaining to these models. We are broadly concerned with the temporal dynamics of the arrival of comments and activity level in the sessions, rather than with modeling non-temporal characteristics (e.g., length, sentiment) as a time-series.

Modeling
Each media session has an initial submission time, and each comment in a media session has an associated time of posting. We first preprocess the times so that the initial submission is at time \( t_0 = 0 \) with the image’s media caption. Each of the subsequent \( N \geq 1 \) comments then occurs at some time \( t_i \), where \( t_i \) is the amount of time, in hours, that the \( i \)th comment occurs after the initial submission. We model these comments, \( C(t) \), as a series of \( N + 1 \) Dirac delta functions at these new times. This is a formalization of a function that is 0 everywhere, except at these times of interest, where it is 1. This is a common technique used to model markers on times of interest, and has been used in other works modeling social media comments (Hine et al. 2016).

\[
C(t) = \sum_{i=0}^{N} \delta(t - t_i)
\]

We also model the time in between each chronologically pair of comments, to be further denoted as the inter-comment interval (ICI). We construct a list of \( N \) time-deltas, \( D = \{ \Delta_i \mid 0 < i \leq N \} \), where \( \Delta_i = t_i - t_{i-1} \). We additionally assume the comments are generated by a homogeneous Poisson point process, \( P \), with \( \lambda = \text{Mean}(D) \).

\[ A(t) = \sum_{\{t_i \mid C(t_i) \neq 0, t_i \leq t\}} \exp(-2(t - t_i)) \]

We provide an example of these models in Figure 1, where we show a randomly-selected session’s comments modeled as its \( C(t) \) and \( A(t) \) functions.

Features
We consider a set of 9 features related to properties of these models. We hypothesize that at least some of these will allow us to better identify cyberbullying media sessions.

- **Duration** (\( d \)): The duration of a session is equal to \( t_N \).
- **Time to first** (\( t_{firs} \)): The time to first comment is equal to \( t_1 \).
- **ICI mean** (\( D \)): The average ICI is equal to Mean(\( D \)).
- **ICI variance** (\( D_{\sigma^2} \)): The variance of the ICIs is equal to the variance of the elements of \( D \), computed using the formula for sample variance.
- **ICI coefficient of variation** (\( D_{CV} \)): The coefficient of variation, \( CV = \frac{\sigma}{\mu} \), measures the relative dispersion of a distribution, and we can estimate this as \( \sqrt{\frac{D_{\sigma^2}}{\mu}} \). If our comments were truly generated from a Poisson process, this would equal 1. However, commenting behavior is only Poisson-like and therefore this measures exactly how Poisson-like the comments are.
- **Number of bursts** (\( n_{bursts} \)): Commenting behavior tends not to be evenly spread out in time. We suspect that bursts of comments may reflect cyberbullying or abuse in which several people gang up on a victim (Squicciarini et al. 2015). We use the Poisson surprise method to automatically identify bursts in commenting behavior. The surprise, \( S \), of a set of \( k \) points arriving in a given time interval \( \tau \) is \(-\log P\) where \( P \) is the probability of \( k \) or more points occurring in an interval of length \( \tau \) generated by
### Table 1: Features with significant differences between the bullying and the non-bullying classes.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Difference</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time to first</td>
<td>86.7%</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>ICI mean</td>
<td>-42.1%</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>ICI variance</td>
<td>-42.1%</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>ICI coefficient of variation</td>
<td>-21.0%</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Number of bursts</td>
<td>10.8%</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Amount of total activity</td>
<td>52.8%</td>
<td>&lt; 0.001</td>
</tr>
<tr>
<td>Average level of activity</td>
<td>52.0%</td>
<td>&lt; 0.001</td>
</tr>
</tbody>
</table>

In order to test the usefulness of these features, we build classifiers to detect cyberbullying sessions. We compare the performance of an approach using textual and social features with an approach using our new features, as well as with a combination of both. For textual features, we draw from recent literature and use the following 6 features: text length, density of uppercase characters, density of punctuation, density of explicit words, compound VADER sentiment, and average GloVe embedding vector (Hosseinmardi et al. 2015; Huang, Singh, and Atrey 2014; Media 2017; Hutto and Gilbert 2015; Pennington, Socher, and Manning 2014). For social features, we use the 3 features provided in the data-set: number of media shares, number of followers, and number of people the submitter follows (Hosseinmardi et al. 2015).

We use 70% of the data-set to train our models and test with the remaining 30%. Since our classes are unbalanced, we use the SMOTE method, which creates synthetic minority examples and undersamples the majority class in order to create a balanced training set (Chawla et al. 2002). We try Support Vector Machine, Gaussian Naive Bayes, Logistic Regression, Extremely Randomized Trees, and Random Forest for each feature set. In Figure 2 we report the results of the best classifier for each feature set. In cyberbullying detection, it is important to focus on metrics beyond accuracy, as the benefit of correctly identifying a cyberbullying case is clearly higher than identifying a non-cyberbullying case. For this reason, we report Precision, Recall, F1 Score, and AUROC, in addition to Accuracy (Singh, Ghosh, and Jose 2017). We use the F1 score in model selection since it is a function of both Precision and Recall. We confirm that any mentioned differences in these metrics are significant using t-tests with p < 0.001.

There are two scenarios in which temporal features are considered useful: 1) to aid other types of features (e.g. text and social) when available, and 2) as a single type of feature set when other modalities are unavailable (such as for privacy reasons). Addressing the former, we find that temporal features offer significant improvement over the text & social approach. We specifically note that there was an increase in Recall from 0.647 to 0.802 while only incurring a slight loss in precision, which indicates a 23.96% increase in the true positive rate without significantly increasing the false positive rate. Addressing the latter, we find that although temporal features on their own do not perform as well as the text & social features, they do still offer useful predictive power (AUROC: 0.728) given that they do not need to access the actual textual or social content.

### Discussion

The goals of this early work were to identify potential methods of modeling the temporal characteristics of commenting behavior, and utilize them to find distinguishing characteristics of cyberbullying. As indicated by the results each of the proposed models showed several features with significant differences in cyberbullying media sessions. Additionally, we found that temporal features alone allow for respectable performance in cyberbullying detection, and that performance was significantly improved when they were used alongside other features. As many of the defined features were found to vary significantly between bullying...
and non-bullying sessions, we also believe that the temporal modeling approach could be useful for future modeling work exploring other characterization methods. We also believe that temporal modeling will prove to be very useful based on recent trends in social media use. Many recent applications such as Snapchat have ephemeral content and focus on maintaining user privacy (Shein 2013). Previous modeling efforts, such as those working with text or media content and long-term user history, will not be able to effectively work if such content is not allowed to be read, and/or is erased before sufficient history can build. In order to adapt to the changing media landscape, we believe methods compatible with ephemeral content and user privacy, that only require meta-data such as submission times, will be useful and necessary.

Finally, we admit that our work has some limitations. We first recognize that we only considered a relatively small data-set from one social network, and therefore cannot decisively conclude that our findings would generalize to other social networks. This data-set is also not immune to flaws in data collection, and may display sampling bias.

### Conclusion

In this work, we model the temporal characteristics of commenting behavior at the session level, identify the characteristics that significantly differ between cyberbullying and regular media sessions, and build classification models to automatically detect cyberbullying. The defined automated models to be effective, and many of the derived temporal characteristics were found to be significantly indicative of cyberbullying. Additionally, we find that these offer significant improvement in classification performance when combined with other modalities. We also connect the usefulness of privacy-enabled modeling, such as ours, that is compatible with ephemeral, privacy-focused social media. Given these findings, we believe this early work motivates future research on temporal modeling in the context of cyberbullying detection and mitigation. Being able to more precisely model and detect cyberbullying is an important step forward in building safer, more inclusive social interaction spaces.
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