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ABSTRACT
Automated face matching algorithms are used in a wide variety of societal applications ranging from access authentication, to criminal identification, to application customization. Hence, it is important for such algorithms to be equitable in their performance for different demographic groups. If the algorithms work well only for certain racial or gender identities, they would adversely affect others. Recent efforts in algorithmic fairness literature (typically not focused on multimedia or computer vision tasks such as face matching) have argued for designing algorithms and architectures to tackle such bias via trade-offs between accuracy and fairness. Here, we show that adopting an adversarial deep learning-based approach allows for the model to maintain the accuracy at face matching while also reducing demographic disparities compared to a baseline (non-adversarial deep learning) approach at face matching. The results motivate and pave way for more accurate and fair face matching algorithms.
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1 Introduction
Algorithms now affect multiple aspects of human lives including parole decisions, search results, and loan applications. Researchers have shown multiple such algorithms to be biased based on age, race, and gender. Multiple multimedia algorithms have also been reported to biased; for instance, [29] has reported that face detection and gender detection algorithms perform worse for women and people of color as compared to white men. Similar questions have been raised about object detection based on the different background settings across socio-economic status [31].

However, the issue of fairness in multimedia related tasks remains severely understudied. While the emerging efforts that audit multimedia algorithms (mentioned above) are a welcome change, the efforts to counter bias in multimedia algorithms are even rarer. This is in contrast to multiple efforts in other research communities attempting to create fair models across different domains such as credit scoring and recidivism prediction.

Here, we focus our attention on a specific multimedia research relevant task, namely face matching. Face matching is the problem of matching a low-resolution face image of a person with a high-resolution face image of the same person. While long-term face image datasets (e.g., an organization’s database of employees) are captured at high resolution, they often need to be matched with low-resolution face images (e.g., those captured by a security camera) in different practical tasks. Such face matching is now increasingly being used to decide who gets access to buildings (and prosecute trespassers), to search for criminals, and for customizing digital applications. Hence, fairness in this process is very important to ensure that certain sections of the society are not unfairly denied access to resources or criminalized simply because of their demographic characteristics. There have been no attempts till date to quantify and ameliorate the issue of bias in face matching algorithms and this paper aims to fill this research gap.
Specifically, we present a new framework for fair matching of low resolution (LR) and high resolution (HR) facial images. The GAN-based framework consists of two parts - one which tries to maximize the face matching quality and the other which tries to minimize the ability of the network to infer the demographic properties of the individual whose facial image is under consideration. We first compare the LR images with the HR images to decide if they are a same or different image; the classification is done without constructing a high-resolution image. We also include an adversary network that tries to infer the demographic properties of the individual being considered by simply looking at the output of the matching network. The adversary network punishes the face matching network if a demographic property (gender) is predictable from the matching prediction because that would indicate that the prediction is not independent of the demography of the person being considered. To give an analogy, if just knowing the result of a college admission algorithm (accept/reject) is enough to infer the gender of the applicant, then the algorithm is likely biased towards a gender.

The results obtained using the proposed approach on two well-known datasets indicate comparable (or better) performance at face matching and reduced discrepancy in the true positive rate (TPR) and false positive rate (FPR) results across different demographic (gender) descriptors.

To summarize, this paper makes the following contributions:

1. It motivates and grounds the problem of fairness in face matching algorithms.
2. It proposes a deep-learning adversarial approach for reducing bias in face-matching algorithms.

2 Related Work

For more than three decades, many advancements in face recognition and face matching have been introduced and the effectiveness of the developed systems has been widely demonstrated in practice. However, a theoretical assumption is generally made for the face region to be sufficient in its content quality to allow such a recognition [4]. With increasing application domains, most monitoring systems today depend on cameras with restricted definitions as opposed to high definition ones. In addition, the broad angle of the cameras is usually used in a way that would maximize the coverage area. This often results in very small face area with low quality content (e.g., in building security cameras). It becomes particularly challenging to recover intelligible high-resolution features from their corresponding low-resolution counterparts due to extreme information minimization that can be as small as 12x12 pixels. Hence, face matching i.e. matching the low resolution (LR) facial images with high resolution (HR) facial images is an area of active research interest [5]. Note that face matching problem is different from that face detection (finding a face within an image) and that of face recognition (matching a face image with a named identity).

Although there is no fixed boundary in the resolution ratio between LR and HR images, it is well documented that the recognition performance rapidly decreased when the image resolution is lower than 32 x 32 pixels. Moreover, Torralba et al., in [6] have demonstrated a certain degraded performance in recognition when face regions were less than 16 x16. Many studies have focused on the development of algorithms that recognize high-quality face images in normal conditions. However, according to the authors of [8], few have focused on the problem of low-resolution faces in low-quality image conditions such as in surveillance systems or resource constrained Internet-of-Things devices. A major challenge in such applications is the fact that high resolution images might not be accessible. Therefore, the performance of traditional face recognition procedures would not be satisfactory.

Multiple recent efforts have focused on low high-resolution face recognition. The learning method proposed in [3] maps the low and high resolution the high and low-resolution face images to a common area with nonlinear conversions using deep learning convolutional neural networks. Wang et al., in [7] have down sampled the original face images by a selected factor and then used nearest neighbor interpolation process to turn them back to the original resolution. Yang et al., [9] create the high-resolution image from the low-resolution image using a sparse representation for each patch of the low input then reconstruct by compressed sensing to find high resolution image. Wang et al., [10] use single neural network to learn more features that transfer from high resolution to low-resolution images.

Looking beyond the problem of face matching, multiple empirical studies have reported the issue of bias across machine learning applications in different domains ranging from school admission, to recruiting, getting loans, and insurances prices [24, 25, 26]. For example, the authors have reported that the algorithms used to decide on parole applications on inmates are systematically biased against non-White individuals [27], and the authors in [28, 29] have reported bias in automated face detection algorithms across genders and races.

On the positive side, there have also been multiple recent efforts aimed at increasing the fairness of machine learning algorithms. Zafar et al., [11] implemented a resilient tradeoff between fairness and accuracy. Also, they provide the relation to removing disparate misclassify data point solely on false positive and negative rates for sensitive attribute (i.e. the attribute which should not affect the classifier performance, such as gender) values. Bechavod et al., [12] showed fair classification using logistic regression by relying on the distance from the decision boundary rather than the real classification across values of the protected attributes. They
evaluate this method to the ability to perform both fairness and accuracy using different datasets like criminal risk assessment, credit, and college admissions. Hardt et al., [13] provide a framework to remove discrimination against a particular sensitive attribute to predict the target based on available features. They used post-processing that selects different thresholds for different groups and adds randomization. Beutel et al., [14] used adversarial learning to input embedding on shared hidden layer in order to predict sensitive attributes and labels.

However, the literature on developing fair machine learning models in computer vision or multimedia tasks is severely lacking behind. One notable recent exception is [22]. However, while Amini et al. [22], focus on the problem of “face detection” i.e. the presence and absence of a face, we focus on the problem of face matching. Further, while Amini et al., focus on the “pre-processing” step via the inclusion of samples of different kinds in the training process, our key idea is based on the use of adversarial learning to ensure that the output values do not inadvertently encode demographic values.

To quantify the “fairness” of algorithms, we will focus on the comparisons based on three different metrics: equality of accuracy, equality of opportunity, and equal odds based on the emerging literature on Fairness in Machine Learning [12], [15], [16], [17].

Equality of accuracy metric is based on the idea that the accuracy of the results needs to be as equal as possible for the different demographic groups considered. Equality of opportunity (EoO) metric mandates an equal true positive rate for the two classes [17]. Hence, a ground truth “true” match should have equal odds of being labeled as “true” by the developed algorithms irrespective of the demographic properties (here, gender) of the person in the low-resolution image. Considering a toy example of (output = college admissions) where deservingness is defined on SAT score and sensitive class is defined on binary gender, EoO mandates that if 90% of the ground truth-based deserving candidates are given admission amongst males, then 90% of the deserving female candidates should also get admission. Conversely, in the considered scenario of face matching based building admission, if 90% of the deserving men are allowed entry, then 90% of the deserving women should also be allowed access to the building.

Equal odds metric is an extension of the above idea to include both the true positive rate and the false positive rate [17]. Hence, the difference in the false positive rates for different demographic groups (e.g. male/female) is also considered in this work. The goal is to minimize the discrepancy of these metrics across different demographic groups.

3 The Proposed Approach

Following Zhang et al., [18] we create a network that undertakes two competing tasks- one focused on accuracy and one on fairness and adapt it to the task of face matching as shown in Figure 1. The baseline approach is dedicated to the matching between high resolution image and low-resolution images. The network takes two face images, HR image of size 150X150, and
LR image of size 12x12. The output of the network is a decision indicating whether the input images belong to the same person or not.

The path corresponding to the high-resolution image consists of a set of convolutional layers and MaxPooling to map face features followed by a flattening concatenation and a set of fully connected nodes. The path corresponding to the low-resolution image consists of two convolutional layers followed by flattening concatenation layers. The output of both paths is then concatenated by a flattening layer, which is followed by two branches of a fully connected layer.

As shown in Figure 1, the first branch is used to predict Y [same/different face] accurately and the second branch is used to predict D (e.g. male/female) poorly. We consider the binary cross-entropy loss for [same/different face], which we refer to as $L_y$ and the binary cross entropy loss for demographic (male/female), which we refer to as $L_d$. In the baseline architecture, to train the network, we back-propagate $L_y$ through the network marked in red color in Figure 1 and $L_d$ through the network marked in blue color. But in the proposed architecture, we need to train the network [same/different] to be good at predicting Y and bad at predicting D. If we subtract $L_d$ from $L_y$, the network will be encouraged to produce a logit that cannot be used to predict demographic descriptor and yield Y values that are better at achieving parity.

While the training for the blue component remains same in the baseline and proposed architectures, the key difference is in the red component. While only $L_y$ is back-propagated in the baseline approach, a combination of $L_y$ and $L_d$ is back-propagated in the proposed approach. Specifically, the loss is minimized through backpropagation algorithm by gradient computation.

$$L = L_y - \gamma L_d$$  \hspace{1cm} (1)

Where $\gamma$ is a weighting scalar, $L_y$ is same/different face cross entropy loss function and $L_d$ represents male/female cross entropy loss. Note that while Zhang et al. [18] also propose the inclusion of an additional term that prevents the predictor from moving in a direction that helps the adversary decrease its loss, we do not include it based on the findings of Wadsworth et al. [23] who report the results to be more stable without such an additional term.

3.1 Implementation Details

The feature maps obtained from the layers are processed by the CNN network that consists of five convolutional layers with ReLU activation function after each layer except the last convolutional layer for the second path. The first path consists of three convolutional layers with ReLU activation function after every layer. The first convolutional layer has 64 feature maps with a filter size of 5X5, the second convolutional layers have 96 feature maps with a filter size of 5X5 and the third layer has 128 feature maps with a filter size of 3X3. The output of this path is combined with the last convolutional layer of low-resolution images. So, the second path for the low-resolution image is consists of two convolutional layers the first convolutional layers have 32 feature maps with a filter size of 7X7 and the second convolutional layer has 75 feature maps with a filter size of 3X3. These layers are followed by flattening concatenation, which represented a features layer, and two branches of fully connected layers. The feature layer is used as input to two fully connected classification networks, both with two fully connected layers of 128 and 2 neurons with ReLU layer between them to reduce the error and the range of the losing thereby increase the accuracy. The first is used for same/different classification while the second is used for demographic (e.g. male/female) classification.

Also, we used a max pooling layer that basically down sampled the size of our activation maps. So, it is going to be the region at which we pool over. Then, finally we take our last convolutional layer output connected with fully connected layers and use that to get a final score function. We implement our models using the CUDA package. The batch size of the training is 50. Also, the batch size of validation is 30 and it is done every 50 training. The learning rate is 0.001 with decay of 5^0.1^+. In each training trial, an image is taken from the training set, and with 50% is a random uniform scaler (\(\alpha\)) is generated if \(\alpha \geq 0.5\) then low-resolution version of the same person face image is constructed else, different face images is uses to construct the low-resolution version. Both high and low-resolution images are fed to the network, and the output label is set to 0 or 1 if the low-resolution image is same or else then the high-resolution image respectively. The next training trial, an image is taken from the training set, and low-resolution image is constructed from different image. The label is set to 1. We train the network for 5 epochs.

4 Datasets Considered

Our model is implemented using the PyTorch open source framework [19]. We validate our method using the Celeb A [20] and UMD faces [21] datasets, which both contain facial images. Each of the two datasets contain more than 100,000 images to allow for testing and training. They also have different strengths and challenges with regards to this work’s goal of validating fairness in face matching across different demographic groups. Celeb A dataset includes demographic information in terms of gender (male/female), age (young, not young), and attractiveness (attractive, not attractive) but does not includes identity information to allow for comparison of multiple poses of the same person. Hence, we use a low-resolution of the same pose image for undertaking the comparisons. UMD faces dataset contains demographic labels in terms of only gender (male, female) but has multiple poses for the same person for comparison. This allows for the low-resolution image to come from a different pose than the high-resolution image.
resolution image. Hence, we have decided to use both the datasets to consider the same pose scenario (Celeb A) as well as the multiple poses scenario (UMD Faces) to analyze the trends. Also, while the proposed approach is generic, in this paper we focus on gender as the sensitive attribute and consider bias and the debiasing results over binary genders (male, female) as marked in the dataset. Please note that we recognize gender to include multiple non-binary variants but focus on the two genders as a proof of concept based on the currently available annotations in the datasets.

The Celeb A dataset consists of 202,599 images. The number of training images is 60% i.e. approximately 121,000 images, which includes 20% of the images which are used for validation. The test set includes roughly 81,000 images. UMD faces dataset consists of multiple “batches” as defined by its creators. We used “batch 1”, which has 175,534 images for training phase and use “batch 2” that has 115,100 images for the testing phase. During the test phase we split the sample images based on the gender of the person (male, female) and select an equal number (10,000 male and 10,000 females) for the test set.

5 Results

For Celeb A, our training set is around 121,000 images and our test set is around 80,000 images as shown in Table 1. Table 1 shows the results for accuracy as well as TPR (True Positive Rate) and FPR (False Positive Rate) for the task of matching LR and HR face images. The results have been split based on the test images selected as those belonging to specific demographic groups (male, female). Table 2 shows the same results for the proposed architecture that penalizes the algorithm if it can identify the demographic properties of the individuals. The comparison between the two approaches are summarized in Table 3. The results indicate that the proposed approach resulted in lower discrepancy between demographic groups in terms of accuracy, TPR, and FPR. Further, comparing Tables 1 and 2, we note that the average accuracy for the primary face matching task has improved. As further supporting evidence, we notice that the demography prediction rate goes down between the baseline approach and the proposed approach, suggesting that the logit parameter obtained from the first network encode less gender information in the proposed approach.

In the second set of experiments we focus on the UMD faces dataset. In UMD faces dataset, there are around 20 images for each person in different poses. We pick one HR image for the person and create a LR version of another pose by the same person. These LR images are matched with LR versions of the images of other people (of same gender) and there is a 50:50 chance of the LR image being the same person as the HR image. The two images (LR and HR) are passed on to the network to identify if they belong to the same person.

We take a random but equal sized sample of 10,000 males and females to analyze the results. The results presented in Tables 4-6 are based on an average across 10 runs to obtain confidence in the findings and understand the distribution to allow for statistical comparisons across them.

<table>
<thead>
<tr>
<th>Table 1. Baseline Approach Results: Celeb-A dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 2. Proposed Approach Results: Celeb-A dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 3: Comparison between Baseline and Proposed Approaches for Celeb-A dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes</td>
</tr>
<tr>
<td>-----------</td>
</tr>
<tr>
<td>Gender</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 4. Baseline Approach Results: UMD faces dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attributes</td>
</tr>
<tr>
<td>-------------</td>
</tr>
<tr>
<td>Male</td>
</tr>
<tr>
<td>Female</td>
</tr>
</tbody>
</table>

As shown in Table 4, the accuracy, TPR, and FPR were different for the two considered genders. A statistical t-test undertaken over the distribution of these scores for accuracy and FPR was found to be significant at $\alpha=0.05$ threshold. The difference in the scores for the two genders in terms of TPR gave a value of 0.094, indicating that it was not significant at $\alpha=0.05$ threshold. Hence, there exists a significant disparity across gender in the performance of the baseline face matching algorithm in terms of accuracy and FPR.

The results based on the proposed architecture are shown in Table 5 and the comparison between baseline and proposed architectures is shown in Table 6.
Table 5. Proposed Approach Results: UMD faces dataset

<table>
<thead>
<tr>
<th>Attributes</th>
<th>No. of Images</th>
<th>Accuracy</th>
<th>TPR</th>
<th>FPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>10,000</td>
<td>98.23%</td>
<td>98.68%</td>
<td>2.21%</td>
</tr>
<tr>
<td>Female</td>
<td>10,000</td>
<td>98.46%</td>
<td>98.72%</td>
<td>1.80%</td>
</tr>
</tbody>
</table>

Table 6. Comparison between Baseline and Proposed Approaches for UMD faces dataset

<table>
<thead>
<tr>
<th>Attributes</th>
<th>BASELINE METHOD</th>
<th>PROPOSED METHOD</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Delta Acc</td>
<td>Delta TPR</td>
</tr>
<tr>
<td>Gender</td>
<td>0.56%</td>
<td>0.11%</td>
</tr>
<tr>
<td></td>
<td>0.23%</td>
<td>0.04%</td>
</tr>
</tbody>
</table>

As can be seen in Tables 4, 5, and 6, the proposed architecture reduced the difference in the performance of the algorithm in terms of accuracy as well as TPR and FPR. We evaluated the changes in the discrepancy scores between the proposed and baseline architectures and found that the reductions in the disparity were significant for all three considered features i.e. accuracy, TPR, and FPR at α = 0.05 level.

Based on the trends in the two datasets, we report that the proposed GAN based approach is useful at reducing the disparity in the performance of a deep-learning based face matching algorithms across gender as measured through the metrics of deltas in accuracy, TPR, and FPR. Also, notably, while most proposed approaches for fairness result in loss in accuracy, here we see that the average accuracy levels remained same or even increased slightly with the introduction of the adversarial network. One optimistic interpretation is that the architecture forced the network to focus on features that were really useful for face matching without taking any gender-based shortcuts. However, the real causal analysis is left part of the future work.

This work motivates the problem of fairness in face matching algorithms and presents one method to tackle the issue. It also has a number of limitations. First it uses a fairly standard machine deep learning architecture (convolutional neural networks) for the task at hand. The obtained results however are promising, and seem to be adequate for the task. More importantly, they demonstrate the variance in performance across genders and hence motivate debiasing architectures. Future efforts in this direction should consider more advanced architectures for the baseline as well as the adversarial approaches. The notion of sensitive attributes in this work is limited to binary genders (as available in the dataset). This should be expanded in future work to include non-binary identities as well as other notions of demography such as race, age, nationality etc.

6 Conclusion

This paper marks the first effort at designing face matching algorithms that are accurate yet fair. The proposed GAN-based architecture yielded high accuracy but also reduced the disparities in the performance of the algorithm for different genders across accuracy, true positive rate and false positive rate. The results pave way for more accurate and fair face matching algorithms, which would provide equitable opportunities to different groups in security as well as personalization applications. While the presented work also has some limitations, we hope that it will help make the research agenda around fairness in multimedia algorithms more mainstream in the ACM Multimedia community.
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