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Abstract—Altruism, i.e. an act that one does at their own expense that tends to enhance others well-being, is a fundamental human behavior with implications for personal and societal welfare. Hence, modeling altruism is an important building block in designing human-centered computing systems. Traditional methods for understanding an individual’s altruistic propensities have been surveys and lab experiments. However, the emerging “personal big data” coming from mobile and ubiquitous devices allows for creation of lower-cost, quicker, automated methods for modeling human behaviors and propensities. We propose a new methodology to model altruism using phone data. Based on analysis of data from a 10-week field study (N=55 participants), we report that: (1) multiple phone-based features are associated with users’ altruistic propensities; (2) phone features-based altruism prediction model yielded significantly better performance than a demography-based model. The results pave way for utilizing “personal big data” to model altruism in multiple commercial and social applications.

Index Terms—C.3.h Ubiquitous computing; O.8.15 Social science methods or tools

1 INTRODUCTION

With the growth in personal, mobile, and ubiquitous computing, increasingly larger aspects of human life are mediated by devices. Consequently, the data captured by such devices, i.e. the “personal big data”, is enabling a datafication of the human life and facilitating the creation of rich composite personas of different users [1]. With 1.4 billion smartphones and millions of quantified-self device users, more and more users keep track of their behavior, which has already shown value in the fields of healthcare, well-being, and urban planning [2], [3], [4], [5].

At the same time, with the growth in mobile social networks, social internet of things, and cyber-physical-social systems, there is an ever growing need to model and understand human beings as they interact with other humans and socio-technical ecosystems. For example, humans in such systems may choose to act selfishly or behave altruistically. For example, they may choose to provide bandwidth and resources, contribute open-source code, and write Wikipedia entries. In the emerging socio-technical landscape, they may also choose to act differently in the shared economy settings (e.g. Task-rabbit, Uber), and have different preferences for their autonomous cars and bots to behave with others. Further, altruism has been connected with emotional, physical, and financial well-being of individuals as well as communities [6], [7]. Such altruism preferences are hence at the core of the design of human-centered computing systems and their importance is only going to increase in the coming years.

In this paper, we define altruism as any act (or behavior) one does at their own expense that tends to enhance others well-being [6]. There have been multiple efforts aimed at trying to elicit an individual’s propensity to behave altruistically with others [6], [8]. However, previous works have generally focused on traits that could be simply observed (e.g., gender, ethnicity, age) or elicited in a small period in lab settings (e.g., via surveys and games). Regrettably, the human-related information taken by observations in restricted and atypical settings involved a limited amount of data that must contend with complications such as subjective observations, biases, and narrow observation chances while dealing with pressures such as budget, time, and the effort required [9]. In addition, the reliance on laboratory elicitable features to recognize altruism propensities hinders the progress of the field of altruism. Using such labor intensive methods for eliciting altruism essentially prevents scientists from recognizing behavioral features based on mobility or communication traces that range over time and space (e.g. day-night call ratio, diversity of locations visited) to predict one’s propensities to behave altruistically.

Recently, mobile phones along with sensor-based data have been used by scientists to construct rich and individualized models of human behavior in social, spatial, and temporal settings and link them to depression, happiness evaluations, and school GPA (Grade Point Average) [10], [11], [12]. This progress motivates utilizing phone-based models for predicting altruism too. Such a phone-based method, if successful at predicting altruism propensity, may offer a low-cost, faster, scalable, and automatic process for making insights into altruism levels of billions of users in the big data era.

Hence, in this work, we systematically identify the associations between phone-based behavioral indicators and altruism and quantify the predictive power of such “personal big data” in inferring a person’s propensity to behave altruistically.
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The main contributions of this work are three-fold:

1. To motivate and ground the usage of phone-based features for inferring altruism propensities;
2. To identify the associations between long-term “in the wild” socio-mobile behavior and altruism propensities; and
3. To define a machine learning model that automatically infers a person’s propensity to be altruistic.

The rest of the paper is organized as follows. We present the related work on the issue in the following section. Then, we explain and analyze the study employed in this paper. Next, the attained results along with their implications and limitations are elaborated on. Finally, we conclude the paper and suggest some potential future work.

2 RELATED WORK

Mobile phones (cellphones or smartphones) are considered a crucial and prime communication device by billions of people around the globe. Due to the fact that most of current mobile phones are equipped with countless sensors, there exist in the literature many studies in various fields that use sensors on mobile phones for several purposes (mobile phone sensing) [13]. In fact, recent line of work on phoneotypic modeling [14] suggests that a collection of phone-based behavioral features can create a unique signature for an individual that can predict other facets of the individual’s life. Also, some researchers reflect on mobile phones to be a “vast psychological questionnaire that we are constantly filling out, both consciously and unconsciously” [15]. This was one of the motivations for us to collect the dataset of this work and study its associations with altruistic propensities.

Altruism is an important social concept and has been studied across multiple disciplines (e.g., sociology, psychology) [6], [7], [8]. Given its importance and interconnections with human behavior in technology mediated environments, it has also started receiving some attention in the computational and mobile computing literature. For example, in [16], the authors used attachment transfer theory to understand reciprocal altruism for tourism online shopping using mobile phones. The impact of altruism, topologies, and traffic patterns on mobile social networks have been studied and modeled in [17]. In [18], the authors studied altruism in a delay tolerant network (DTN) based mobile social network application. And finally, in [19] the authors have argued the case for explicitly modeling altruism levels of individuals in peer-to-peer Internet Streaming Broadcast applications.

However, there are, as yet, no efforts that utilize phone-based data to create automated machine-learning models for individual altruistic propensities. This is surprising; given multiple recent studies that have suggested that mobile phone-based features may indeed be predictive of multiple behaviors and behavioral propensities for human beings (e.g., [13], [14], [20]). For instance, the authors in [14] have reported associations between individual propensities to cooperate and phone behavior. However, altruism and cooperation are two essentially different sociological concepts. Although altruism assumes a cost for the benefactor and advantage to the beneficiary, cooperation merely predicates benefit to the beneficiary, the benefactor might also benefit from the transaction [21]. As a consequence, a technical protocol inspired by [19] which considers cooperation would need to keep a ledger of favors given and received between agents (tit for tat behavior), while the one focusing on altruism would simply need to quantify an individual agent’s desire to help others.

A preliminary (6 page) version of this paper appeared in the conference proceedings of the 3rd IEEE International Conference on Internet of People (IoP 2017; co-located with UIC 2017) [22]. The current 11 page version expands upon it in multiple ways. We have considered and studied more phoneotypic features (24 instead of 14) in this version. Next, we have developed and tested multiple regression approaches for modeling numeric altruism scores, which were not part of the previous version. Also, the previous version focused on automatic prediction of the altruism class based on a split around the median. As such a median splitting method has limitations in terms of its ability to capture the underlying dynamics of the data due to the arbitrary split point selection. In other words, median split is variable-oriented, not people-oriented [23], [24], [25]. Hence, we now use “k-Means++” [26] (an unsupervised machine learning algorithm) to group the participants into naturally occurring clusters/categories based on their altruism score before evaluating phone data-based models to infer the right altruism category for individuals.

3 STUDY

We study the interconnections between altruism and phone-based features on the data collected as part of the Rutger’s Well-being Study. This study was a ten-week field and lab study conducted in Spring 2015 including 55 participants, most of whom were undergraduate students from Rutgers, The State University of New Jersey.

Initially, all participants were invited to sign a consent agreement to participate in the study and install an Android mobile app. The mobile app could record their call, SMS, and GPS logs, not content for privacy and ethical considerations. The participants were requested to be present in-person for three sessions where they filled out a number of surveys concerning their health, well-being, altruism, and some demographics. There was a compensation of $20, $30, and $50 respectively for attending the three sessions. An approach of increasing the compensation for each session was adopted in an effort to reduce the dropout rate over the ten-week period of the study. We use here the altruism and demographics surveys for their relevance to this work.

Participants’ privacy was an utmost priority; hence, anonymized IMEI numbers were used to recognize the par-
Dictator Game represent one way of quantifying altruism [28], [29]. Also, surveys that draw individual’s behavior in prepared scenarios present another way. Additionally, another way is a combination of game experiments and lab surveys [30]. In this paper, we decided to use a well-known survey to measure altruism: “The Self-report Altruism Scale” (SRA) by Rushton et.al [31]. The survey has 20 questions whose responses scaled from (5) “very often” to (1) “never” on a five points scale. Examples of the questions are: “I have given money to a charity” and “I have pointed out a clerk’s error (in a bank, at the supermarket) in undercharging me for an item” [31]. Besides the widespread adoption of the survey (over 800 citations as per Google Scholar), we chose this survey as the nature of these questions is not restricted to a specific context and the results could be interpreted in a wide variety of everyday applications. Also, SRA has an adequate validity correlations with related measures and a high reliability of $\alpha = 0.80$ [32].

Since the survey has 20 questions worth 5 points each, the maximum theoretical altruism score is 100. In the considered sample, the maximum is found to be 95, the minimum is 31, the median is 50, and the mean is 54.07 as shown in TABLE 2.

### TABLE 2
**Summary of Altruism Scores**

<table>
<thead>
<tr>
<th>Minimum</th>
<th>Maximum</th>
<th>Median</th>
<th>Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>31</td>
<td>95</td>
<td>50</td>
<td>54.07</td>
</tr>
</tbody>
</table>

#### 3.2 Demographic Descriptors

The participants were surveyed about their demography. We collected the following information: age, gender, marital status, race, level of education (school), and level of family’s income.

#### 3.3 Mobile Phone Data Features

To come up with a good representation of an individual’s social-mobile behavior, we surveyed the related literature which focuses on connecting phone behavior with individual behaviors and social outcomes (e.g., [11], [13], [16], [19]).

For example, social capital as a concept is connected with both phone use behavior [33] and altruism [34]. Social capital often comes in two variants: bridging and bonding [35]. Hence, we link the concepts of weak and strong ties to bridging and bonding social capital to predict one’s propensity to altruism [14], [36], [37]. We use Call and SMS logs to represent the features that carry “social traits” concepts for mobility and altruism and their interconnections [38]. We, also, consider location logs (physical movements) as a proxy of social behavior for it has been used previously to comprehend human social behaviors [39] and human social and geo-spatial behavior are inherently connected with each other [40].

Based on the Call, SMS, Location data collected from the app, we define the following set of *phenotypic* features (i.e. phone-based features) (N=24) as presented in TABLE 3:


3.3.1 Level of Social Activity

Level of Social Activity represents the activity of a user as obtained through counting exchanged phone calls, messages, and unique visited locations. A higher count of social activity level suggests an active user. The visited locations were updated hourly to balance between getting an idea about the pattern of a user’s movement and their phones’ battery life. To avoid getting the same amount of locations per participant (24 locations/day), we focus on unique locations. The location data were gained from a mobile phone’s GPS as <latitude, longitude> tuple at fourth decimal point resolution, which roughly corresponds to 10m by 10m blocks [14], [41]. We are not only considering the total amount of calls, but also the total durations of such calls because they are related to social activity. We assume that a person who makes or receives (I/O) numerous long calls may have more social life and this may be associated with being more altruistic [6]. Thus, we consider the following features:

Social Activity (Call, SMS, Location) = \( \sum \) Activity

Total Call Duration = \( \sum \) Time Spent on I/O calls

3.3.2 Diversity (Calls, SMS, Location)

We are not merely considering quantifying calls, SMS messages, unique locations, but also the diversity (measured as Shannon Entropy) for each one of them, as such a diversity metric has been reported to be associated with various personal well-being outcomes and personality traits [42], [43].

Diversity (Call, SMS, Location):

\[ D_i = - \sum p_i \log_2 p_i \]

Where \( p_i \) is the percentage of social events involving individual ‘i’ and contact ‘j’, and ‘b’ is the total number of such contacts.

3.3.3 Novelty (Call, SMS, Location)

The growth of networks plays an important role in social capital [44]. Hence, we also, consider “new contacts” that are not present in the first four weeks of the data collection period. This feature quantifies how much time users devote to their new contacts as compared to their frequent contacts.

Novelty (Call, SMS, Location):

\[ \text{Percent New Contacts} = \frac{\sum \text{New Contacts}}{\sum \text{All Contacts}} \times 100 \]

3.3.4 Reciprocity (Call, SMS)

Besides the frequency of communication, the ease with which communication is conducted is also an important property of an individual’s social behavior. We anticipate approachability of individuals to be associated with their civic participation and social capital levels [33]. Such social capital levels have been associated with altruism [34]. Hence, we compute the ratio of incoming to outgoing calls and SMS text messages and also the percentage of missed calls as follows.

\[ \text{In Out Ratio (Call, SMS)}: \]

\[ \text{IOR} = \frac{\text{Incoming communication count}}{\text{Outgoing communication count}} \]

\[ \text{Missed Call Percentage} = \frac{\sum \text{missed calls}}{\sum \text{missed calls}} \times 100 \]

3.3.5 Strong and Weak Ties Engagement Ratio (Call, SMS, Location)

It is anticipated that a person would devote at least 33% of their time with their top third contacts. Nevertheless, a higher score like 80% may indicate an individual’s preference to pointedly engage more with strong ties rather than spreading the communication effort more equally among all ties. We were inspired by prior studies linking strength of ties and altruism [45], [46], and conjecture that the relative spread (or concentration) of communication with such strong ties may be a predictor of one’s propensity to be altruistic.

\[ \text{STR} = \frac{\sum \text{communication for highest } \left( \frac{1}{3} \right) \text{ contacts}}{\sum \text{communication}} \times 100 \]

\[ \text{WTR} = \frac{\sum \text{communication for lowest } \left( \frac{1}{3} \right) \text{ contacts}}{\sum \text{communication}} \times 100 \]

3.3.6 Temporal Rhythms (Call, SMS, Location)

Prior literature has connected animal rhythms and circadian cycles and altruism [47]. The characterization of different individual’s chronotype - the tendency for the individual to sleep at a particular time during a 24-hour period - colloquially “mornignness” or “eveningness” has been connected with cheating and Machiavellianism [48]. When we asked some of the participants (mainly students) about their daily activities, times when they become productive, and times when they tend to play or sleep (relax), we found that there are two main states: “productive” state from 8 am to 8 pm; “relax” state from 8 pm to 8 am. To get more in-
sights out of these features, we added another layer of characterization for these states.

\[ \sum (\text{Call}, \text{SMS}, \text{Location})_{\text{when productive}} (8 \text{am} \text{ to } 8 \text{pm}) \]

\[ \sum (\text{Call}, \text{SMS}, \text{Location})_{\text{when relaxed}} (8 \text{pm} \text{ to } 8 \text{am}) \]

We added another layer of characterization for the abovementioned two states of the daily activity ratio (productive and relaxed) to get more insights out of these circadian rhythms by quantifying the weekdays (Monday to Friday) to weekends (Saturday and Sunday) communication (Call, SMS) ratio.

\[ \sum (\text{Call}, \text{SMS}) \text{in weekdays} \]

\[ \sum (\text{Call}, \text{SMS}) \text{in weekends} \]

4 RESULTS AND DISCUSSION

Multiple applications vary in their requirements of either estimating an exact numeric for altruism score (e.g. for studying altruism levels in social science studies) or working with broader classifications of altruism score (e.g. for suggesting different default preferences for bandwidth sharing). Hence, we consider both types of applications by undertaking linear regression and classification analyses as follows.

4.1 Building a Regression Model for Altruism

We first consider predicting altruism level as a regression problem; that is, predicting an outcome variable (i.e., altruism level) from a set of input predictors (i.e., phone-based features). We use the LASSO (Least Absolute Shrinkage and Selection Operator) regression approach to undertake this process [49]. LASSO is a specialized form of regression suitable for scenarios where there are relatively more number of features for a given sample size. It tries to minimize overfitting by penalizing the presence of many features in the final model. It has been applied in similar contexts (in terms of sample size, number of features, and application) in recent human-centered/ubiquitous computing research [12], [33]. Similarly, following [12], [33], we assess the regression models using the metrics of correlation scores (between predicted and actual outcome variables), the Root Mean Square Error (RMSE), and the Mean Absolute Error (MAE). While a higher correlation (closer to 1) suggests a higher predictive ability of the considered models, smaller RMSE and MAE are preferred as they show that the predictions are closer to the ground truth altruism survey.

We ran and tested three different regression models: one with the demographic features only, another one with the phoneotypic (phone-based) features only, and a third one with a combination of both types of features. All demography features were found to be significant (Age, Gender, School, Race, and Income) in the demography only model except “Marital”. All phoneotypic features were found to be significant (except Weak Ties (Location)) in the phoneotypic only model. Finally, all demography and phoneotypic features were significant (except In Out ratio (Call), Weak Ties (Location), and Race) in the combined model. The implementation was undertaken using R 3.4.1 [50] and its Lars 1.2 package [51]. TABLE 4 presents the results for the evaluation in terms of the three metrics considered.

The demography based model obtained a correlation of 0.33 between the predicted and actual altruism values and RMSE and MAE scores of 14.69 and 11.67 respectively. The low - but significant - scores for the “demography only” model indicate that the demographic features can explain some (but not a lot) of variance in the altruism levels. Phone-based model performed much better with a correlation score of 0.75 (RMSE=10.26; MAE=7.99).

The combined model using phoneotypic and demography features performed the best in terms of all three metrics and the predicted altruism was found to have 0.81 correlation with the actual altruism scores (RMSE=9.18; MAE=7.24). An MAE of 7.24 implies that the predictions are within ±7.24 of the absolute value of the altruism scores obtained by the survey (ground truth). Since the altruism scores obtained by the survey vary between 31 and 95 as shown in TABLE 2, ranges of ±7.24 can reflect a quite reasonable approximation.

Also, we see that the phoneotypic model and “phoneotypic + demography” (both) models yield considerably better models than the demography-based model. However, the demographic features were useful in increasing the correlation score for the phoneotypic model, thus suggesting that phoneotypic features and demography features are not merely proxies for each other, but rather add newer information when combined.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>Correlation</th>
<th>RMSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demography Only</td>
<td>0.33</td>
<td>14.69</td>
<td>11.67</td>
</tr>
<tr>
<td>Phoneotypic Only</td>
<td>0.75</td>
<td>10.26</td>
<td>7.99</td>
</tr>
<tr>
<td>Both</td>
<td>0.81</td>
<td>9.18</td>
<td>7.24</td>
</tr>
</tbody>
</table>

4.2 Building a Classification Model for Altruism

We aim to build and test a classification model capable of predicting altruistic propensities. The literature suggests various methods to cluster (group or categorize) such data, including standard median splits and extreme group analysis [24]. Standard median splits dichotomize continuous variables into two groups: “low” which is lower than the median value (50) of the data and “high” which is greater than the median as we have done in our previous work [22]. However, such median splits have limitations in the sense they are often unable to capture the underlying dynamics of the observed phenomena because they are variable-oriented and not people-oriented [23], [24], [25].

Hence, in this version, we are going to use “unsupervised machine learning” to cluster the participants into naturally occurring groups based on their altruism scores. Specifically, we use k-Means++ [26] clustering algorithm to find the optimal clusters. The algorithm is initialized by
choosing the first center randomly. Then, the succeeding centers are selected from the remaining points based on the squared distance from the closest center. We ran the algorithm ten times with 300 maximum iterations per algorithm run. An important consideration for k-Means++ algorithm is the choice of the number of clusters (k) to be used by the algorithm. Literature suggests multiple methods including: Silhouette scores, Bayesian Information Criteria (BIC), and “elbow method” for identifying the right number of clusters [52].

Here, we considered two different methods (Silhouette scores and BIC) for this process. Silhouette scores (higher score is better) compare the average distance to elements in the same cluster with the average distance to elements in other clusters [53]. We implemented this procedure in R 3.4.1 [50] and its package ClusterR 1.0.6 [54]. We found that the best k equals two as shown in Fig. 2. This method generated two clusters, one of which contains the altruism scores 31 to 58 (N=36 participants), second of which contains the rest of the scores (60 to 95) (N=19 participants). For the ease of interpretation, we refer to these groups as “altruism group A” and “altruism group B” respectively.

Using the BIC criteria (lower score is better) with the same ClusterR package to identify the optimal number of clusters for k-Means++, however, suggested the optimal number of cluster to be three. (Please refer to Fig. 3.) The first identified cluster contains the altruism scores from 31 to 45 (N=17 participants), second cluster contains the altruism scores 46 to 62 (N=24 participants), and the third cluster contains the rest of the scores (65 to 95) (N=14 participants).

We used Orange3-3.6.0 [53], [55] to build the models which could automatically identify the altruism group (e.g. “altruism group A” or “altruism group B”), which an individual belongs to. We built 3 types of models based on k=2: one with the demographic features only, another one with the phoneotype features only, and a third one with a combination of both types of features. We used information gain (reduction of entropy) [53] to rank the best subset of the (24 phoneotype + 6 demography) features described in the preceding section. For optimal feature subset selection, we first ranked all the features based on information gain [53]. Then, we considered models of up to ten features (a third of the available pool) wherein each model was the collection of top “j” features and j is in the range (1, 10). The optimal subset was the one with highest performance amongst the considered models. The resulting feature sets in each of the cases is shown in TABLE 5.

The abovementioned features were used to test out several well-known machine learning algorithms for classification. Specifically, we used Naïve Bayes, Random Forest, CN2 Rule Induction, Logistic Regression, and kNN (k-Nearest Neighbors) with a leave-one-out cross validation method to balance between the learning opportunities and the generalizability of results from the data. Also, we used Zero-R (Constant or Majority) without any cross validation which simply classifies all the instances into the majority class as a baseline to facilitate interpreting the results. TABLE 6 offers a comparison of the results. It is worth noting that AUC stands for (Area Under the Receiver Operating Characteristic Curve) and CA means (Curve Accuracy) [53]. Moreover, F1 represents the harmonic mean between precision and recall [56]. A higher score (closer to 1) is better in each case and the Zero-R scores give a sense of the baseline expected performance.

TABLE 6 shows that the demography-based model returned the best curve accuracy (CA) of 70.9%, top AUC of 0.656, and F1 score of 0.486. The phoneotype-based model generated a better model than the demography model whose best accuracy is 78.2%, AUC is 0.756, and F1 is 0.667. The best results however were obtained by a combined model (demography + phoneotype data) that yielded an accuracy of 78.2%, AUC of 0.798, and F1 of 0.667.

TABLE 5

<table>
<thead>
<tr>
<th>FEATURES SELECTED FOR VARIOUS PREDICTION MODELS (k=2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demography Only</td>
</tr>
<tr>
<td>Income, School (Level of Education)</td>
</tr>
<tr>
<td>Phoneotype Only</td>
</tr>
<tr>
<td>Total Call Duration, Missed Call Percentage, Number of New Contacts (SMS)</td>
</tr>
<tr>
<td>Both</td>
</tr>
<tr>
<td>Total Call Duration, Income, Missed Call Percentage, Number of New Contacts (SMS), School</td>
</tr>
</tbody>
</table>

We repeated a similar process of building three predictive models based on k=3. We found that the best results were obtained when we selected the following features in each of the models as shown in TABLE 7. TABLE 8 shows that the demography-based model returned the greatest accuracy (CA) of 45.5%, top AUC of 0.577, and F1 score of
The phoneotype-based model generated a better model than the demography model whose best accuracy is 56.4%, AUC is 0.777, and F1 is 0.717. The best results were obtained by a combined model (demography + phoneotype data) that yielded an accuracy of 65.5%, AUC of 0.816, and F1 of 0.760.

Note that these results in terms of accuracy are lower for the three-way classification problem compared to the two-way classification problem. However, a three-way classification problem is in general a harder problem than two way classification, and the much lower baseline (Zero-R) scores may help interpret the performance gain obtained by the phone-based models.

### TABLE 7

<table>
<thead>
<tr>
<th>Demography Only</th>
<th>Income, School (Level of Education), Age</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phoneotype Only</td>
<td>Missed Call Percentage, Weak Ties (SMS), Weekday Weekend SMS Ratio, Number of New Contacts (SMS), Weak Ties (Call)</td>
</tr>
<tr>
<td>Both</td>
<td>Income, Missed Call Percentage, Weak Ties (SMS), School, Age, Weekday Weekend SMS Ratio, Number of New Contacts (SMS), Weak Ties (Call)</td>
</tr>
</tbody>
</table>

From the aforementioned results, we can clearly observe that phoneotypic features considerably outperform demography-based ones in prediction’s accuracy corroborating the findings from the regression analysis. Further, similar to the regression analysis, the phoneotypic (i.e., phone-based) behavioral features were not merely a replacement for demographic features, as the combined models yielded higher performance as compared to the individual models.

It is also clear that the phoneotypic model outperformed the baseline Zero-R model. In the case of k=2, the phoneotypic model performed 59.6% better than the baseline model in terms of AUC, 19.4% better in terms of accuracy, and 28.8% better in terms of F1 score. In the case of k=3, the phoneotypic model performed 63.2% better than the baseline model in terms of AUC, 50.2% better in terms of accuracy, and 186.8% better in terms of F1 score.

Hence, we note that a phone-features based model beats baseline majority classification and also goes beyond static demographic descriptors (e.g., age, gender, education, income) for predicting altruism propensities. This underscores the potential for using phone-based (or phoneotypic) features to build automatic classifiers for individual altruism propensities. These findings provide clear evidence of interconnections between the mobile features and altruistic propensities and also motivating further work in this direction. In effect, these results pave way for “personal big data” to expand the understanding of the associations between socio-mobile behavioral data and altruism propensities.

### 4.3 Features Associated with Altruism Propensity

Besides identifying automated methods for identifying an individual’s altruism propensity levels, one of the goals of this work is to understand the socio-mobile behavior of individuals with different propensities to be altruistic. Thus, we undertook a post-hoc Pearson’s correlation analysis using IBM SPSS 24 between the altruism scores obtained from the survey and the phoneotypic features. Note that the correlation analysis undertaken here is post-hoc and intended to help interpret the observed predictions, as opposed to being prescriptive in its own right.

In the interest of space, we only report the correlations that were found to be (at least marginally i.e. p<0.10) significant in TABLE 9. We note that people who have high altruism propensity tend to be more socially active, yet have different usage patterns for different communication modalities.

First, individuals with higher altruism propensity tend to call more often (r= +0.356). This can be understood as altruism propensity being associated with healthy social relationships and higher call activity captures such behavior [6]. We see a similar trend in terms of new call contacts (r= +0.305). This underscores the importance of constantly renewing and broadening one’s social contacts and its associations with altruism. From a methodological perspective the dynamics of social contacts captured by this feature underscore the value of temporal features, which cannot be captured in one-time lab studies studying the phenomena of altruism.

Next, we notice that individuals with higher altruism propensity show a marked preference for engaging in phone calls with their “strong ties” as opposed to spending it equitably with all contacts (r= +0.252). Conversely, they spend less time on calls with their “weak ties” (r= -0.232). However, the patterns of SMS communication seem to be quite different from phone call-based communication. SMS interactions with “weak ties” were found to be positively associated (r= +0.260) with altruism. From a methodological perspective, these results suggest the value of different modalities of data to triangulate and predict human traits.

From a conceptual perspective, these observations corroborate previous studies which suggest that altruism is a pro-social trait associated with higher social capital including both its bridging and bonding variants [45], [46].

We note that the correlation scores found are relatively modest and unlikely to be prescriptive in their own right. At the same time, the correlation scores for each of the significant features in TABLE 9 were also found significant in LASSO regression as explained earlier. Hence, this allows for triangulation across methods to interpret the results observed.
similar reservations have been raised up by phoneotypic ringing “personal big data” to create large graphic data, where available, could yield even better performance analysis can estimate the individual altruism propensities with high correlation (0.75), and within a margin of ±7.99 over a range of 31 to 95. Accompanying phone features with demographic data, where available, could yield even better performance. For instance, the classification analysis yielded up to about 80% accuracy (AUC=0.782; F1=0.667) based on such combination of phoneotype and demographic features.

Given the small sample size, we focus here on exploring general patterns and trends over the three analysis techniques (regression, classification, and correlation). We can observe a consistency in the results across the three analysis types as well as the two variants (k=2 and k=3) for classification, suggesting that socio-mobile signals as observed via a phone (phoneotype) could indeed be used to infer altruism propensity of an individual. The results contribute to the growing literature on using “personal big data” to characterize multiple traits of human beings [12], [14], [27], [33], [42]. At the same time, they motivate further work to study altruism propensity using socio-mobile behavioral data.

4.4 Discussion
The three forms of analysis implemented in this work (regression analysis, classification, and Pearson’s correlation analysis) suggest that machine learning, and data analytics approaches generally, can be utilized to infer individual altruism propensity based on phone metadata to a substantial extent. The regression analysis can estimate the individual altruism propensities with high correlation (0.75), and within a margin of ±7.99 over a range of 31 to 95. Accompanying phone features with demographic data, where available, could yield even better performance. For instance, the classification analysis yielded up to about 80% accuracy (AUC=0.782; F1=0.667) based on such combination of phoneotype and demographic features.

Given the small sample size, we focus here on exploring general patterns and trends over the three analysis techniques (regression, classification, and correlation). We can observe a consistency in the results across the three analysis types as well as the two variants (k=2 and k=3) for classification, suggesting that socio-mobile signals as observed via a phone (phoneotype)

### Table 6
**Prediction Results for Altruism Levels Using Different Algorithms (k=2)**

<table>
<thead>
<tr>
<th>Method</th>
<th>Demography Only</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>CA</td>
<td>F1</td>
<td>AUC</td>
<td>CA</td>
<td>F1</td>
<td>AUC</td>
<td>CA</td>
<td>F1</td>
</tr>
<tr>
<td>NaïveBayes</td>
<td>0.594</td>
<td>0.655</td>
<td>0.486</td>
<td>0.756</td>
<td>0.727</td>
<td>0.595</td>
<td>0.798</td>
<td>0.782</td>
<td>0.667</td>
</tr>
<tr>
<td>RandomForest</td>
<td>0.594</td>
<td>0.673</td>
<td>0.471</td>
<td>0.664</td>
<td>0.636</td>
<td>0.375</td>
<td>0.679</td>
<td>0.691</td>
<td>0.452</td>
</tr>
<tr>
<td>CN2 Rule</td>
<td>0.656</td>
<td>0.709</td>
<td>0.429</td>
<td>0.508</td>
<td>0.618</td>
<td>0.276</td>
<td>0.587</td>
<td>0.582</td>
<td>0.343</td>
</tr>
<tr>
<td>LogRegression</td>
<td>0.558</td>
<td>0.582</td>
<td>0.303</td>
<td>0.586</td>
<td>0.618</td>
<td>0.160</td>
<td>0.598</td>
<td>0.600</td>
<td>0.154</td>
</tr>
<tr>
<td>kNN</td>
<td>0.459</td>
<td>0.655</td>
<td>0.000</td>
<td>0.719</td>
<td>0.782</td>
<td>0.667</td>
<td>0.719</td>
<td>0.782</td>
<td>0.667</td>
</tr>
<tr>
<td>Zero-R</td>
<td>0.500</td>
<td>0.655</td>
<td>0.518</td>
<td>0.500</td>
<td>0.655</td>
<td>0.518</td>
<td>0.500</td>
<td>0.655</td>
<td>0.518</td>
</tr>
</tbody>
</table>

### Table 7
**Prediction Results for Altruism Levels Using Different Algorithms (k=3)**

<table>
<thead>
<tr>
<th>Method</th>
<th>Demography Only</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC</td>
<td>CA</td>
<td>F1</td>
<td>AUC</td>
<td>CA</td>
<td>F1</td>
<td>AUC</td>
<td>CA</td>
<td>F1</td>
</tr>
<tr>
<td>NaïveBayes</td>
<td>0.535</td>
<td>0.273</td>
<td>0.279</td>
<td>0.777</td>
<td>0.564</td>
<td>0.717</td>
<td>0.816</td>
<td>0.655</td>
<td>0.760</td>
</tr>
<tr>
<td>RandomForest</td>
<td>0.519</td>
<td>0.382</td>
<td>0.431</td>
<td>0.569</td>
<td>0.455</td>
<td>0.538</td>
<td>0.558</td>
<td>0.364</td>
<td>0.464</td>
</tr>
<tr>
<td>CN2 Rule</td>
<td>0.577</td>
<td>0.455</td>
<td>0.435</td>
<td>0.624</td>
<td>0.436</td>
<td>0.576</td>
<td>0.639</td>
<td>0.473</td>
<td>0.571</td>
</tr>
<tr>
<td>LogRegression</td>
<td>0.526</td>
<td>0.436</td>
<td>0.517</td>
<td>0.414</td>
<td>0.255</td>
<td>0.393</td>
<td>0.528</td>
<td>0.491</td>
<td>0.566</td>
</tr>
<tr>
<td>kNN</td>
<td>0.507</td>
<td>0.418</td>
<td>0.412</td>
<td>0.593</td>
<td>0.418</td>
<td>0.500</td>
<td>0.606</td>
<td>0.436</td>
<td>0.528</td>
</tr>
<tr>
<td>Zero-R</td>
<td>0.500</td>
<td>0.436</td>
<td>0.265</td>
<td>0.500</td>
<td>0.436</td>
<td>0.265</td>
<td>0.500</td>
<td>0.436</td>
<td>0.265</td>
</tr>
</tbody>
</table>

### Table 8
**Pearson’s Correlation for Altruism (**0.01, *0.05, 0.10)**

<table>
<thead>
<tr>
<th>Phoneotypic Feature</th>
<th>Pearson’s Correlation</th>
<th>Significance (P-value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Activity Level (Call)</td>
<td>0.356</td>
<td>0.008**</td>
</tr>
<tr>
<td>Number of New Contacts (Call)</td>
<td>0.305</td>
<td>0.024*</td>
</tr>
<tr>
<td>Strong Ties (Call)</td>
<td>0.252</td>
<td>0.064*</td>
</tr>
<tr>
<td>Weak Ties (Call)</td>
<td>-0.232</td>
<td>0.089*</td>
</tr>
<tr>
<td>Weak Ties (SMS)</td>
<td>0.260</td>
<td>0.055*</td>
</tr>
</tbody>
</table>

4.4.1 Privacy of User Data and Ethical Considerations
To insure and maintain the privacy of the participants, we followed the best practices in the human subjects’ research that require hashing and anonymizing all data before analysis. Also, no one from the research team under any circumstance had an access to private data like the exact phone number of a participant or the content of the calls or SMS messages. The Android app collecting the data requires lesser permissions than many of the popular apps available at Google Play Store (e.g. WhatsApp, Instagram).

We also note the moral and ethical considerations in giving a person a score based on their propensity to be altruistic. History repeats itself; similar reservations have been raised up about the conventional paper survey approaches with a similar objective, and likewise automatic systems which use social media and phone data to give health, well-being, or similar scores to people [57]. Rather than waiting for perfect privacy and ethics guidelines to emerge around these topics, we posit that studies like ours can help broaden the understanding around the prospects of using “personal big data” to create personalized sociological profiles of individuals and inform the discussion in the research community around them [58].
4.4.2 Limitations
This study has three limitations: 1. homogeneity of the sample (participants were mostly undergraduate students from the same institution), 2. small sample size (55) while having large number (24) of potentially collinear features in regression analysis, and 3. Inability to establish causality. Bearing in mind these limitations, we will be cautious in generalizing the findings obtained until they are verified at scale over representative sample populations. To overcome these limitations, we used LASSO regression which deals with such situations of having relatively more number of features for a sample trying to minimize overfitting by penalizing the use of many features [49]. Furthermore, we plan to repeat the study in the future considering a larger and more diverse sample.

Despite these limitations, to the best of our knowledge, this is the first line of work to analyze the links between altruism levels and phone-based socio-mobile behavior (phonotype). The obtained results in this first of its kind effort are thus encouraging, and have demonstrated the potential of “personal big data” for predicting altruism levels of individuals.

4.4.3 Implications
The results open the doors to a methodology that, with refinements and validation, could be used at scale. Smartphones are now actively used by more than 1.4 billion users, and hence the proposed method could potentially be applied to estimate the altruistic levels for billions of individuals. In this sense, this work comes to an agreement with the idea highlighted in the smartphone psychology manifesto, which states that “…smartphones could transform psychology even more profoundly than PCs and brain imaging did” ([59], p.1).

In future, this work could also have multiple implications for social scientists, economists, mobile phone service providers, and policy designers. For example, the suggested methodology could help social scientists study altruism at scale in the society. Besides identifying connections between spatial and temporal behavior and altruism, a scalable methodology to study altruism could allow for asking questions regarding the spread of altruism in networks of billions of individuals, which are simply not possible with current survey or lab-based methods.

Similarly, as mobile phones are increasingly used, both, as user end-points and as mediators of technology, modeling a person’s altruistic propensities automatically could be helpful in supporting various socio-technical applications under the Internet of People vision [60]. Such an Internet-of-People vision explicitly requires the creation of a “sociological profile” [60] for the participants and the proposed method for inferring altruistic propensities could be used, for example, to identify a person’s default preferences in peer-to-peer networking, file sharing, or human-computation based tasks. Further, with multiple bots negotiating services and conditions for users in the emerging social Internet of Things scenarios, having such a sociological profile could be useful to suggest default settings in multiple scenarios, from something as simple as setting the right room temperature in shared workspaces to the default “tipping” amount in dinner payments.

5 Conclusions and Future Work
We have proposed a new “personal big data” based methodology to predict individual’s propensities for altruism using phone features as an alternative to classical methods like surveys and lab experiments. Using these features allowed us to build prediction models by means of machine learning classification algorithms whose AUC, accuracy, and F1 are promising and encouraging. Specifically, the best performing model for the considered two-class classification problem yields AUC = 0.798, accuracy = 78.2%, and F1 = 0.667 and the corresponding scores for the three-class problem are AUC = 0.816, accuracy = 65.5%, and F1 = 0.760. To the best of our knowledge, there has been no earlier line of work that analyzes the associations between individual altruism propensity levels and phone-based behavioral features. Thus, these results pave way to further research on leveraging ubiquitous sensing data for automatic altruism inference with applications in security, networking, business, and well-being.

While we consider the results to be early and exploratory, the proposed approach can be enhanced in future work by including a larger number of participants, more detailed phone-based features, and considering larger time durations. Furthermore, the suggested phone-based method could be expanded to study and predict other personal behaviors and traits such as trust, gratitude, compassion, and happiness. Taken together such methods open ways to better model human beings based on ubiquitous sensing and act as a building block towards a healthier and happier society.
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