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Source: Wikipedia (All Souls College, Oxford) 

From the Ivory Tower…	





Source: Wikipedia (Factory) 

… to building sh*t that works	





Gupta et al. WTF: The Who to Follow Service at Twitter. WWW 2013	


Lin and Kolcz. Large-Scale Machine Learning at Twitter. SIGMOD 2012	



Busch et al. Earlybird: Real-Time 
Search at Twitter. ICDE 2012	



Mishne et al. Fast Data in the Era of Big Data: Twitter's Real-
Time Related Query Suggestion Architecture. SIGMOD 2013.	



Leibert et al.  Automatic Management of Partitioned, 
Replicated Search Services. SoCC 2011	



I worked on…	


– data products to surface relevant content to users	


– analytics infrastructure to support data science	





Source: https://www.flickr.com/photos/bongtongol/3491316758/ 



circa ~2010	


~150 people total	



~60 Hadoop nodes	


~6 people use analytics stack daily	



circa ~2012	


~1400 people total	



10s of Ks of Hadoop nodes, multiple DCs	


10s of PBs total Hadoop DW capacity	



~100 TB ingest daily	


dozens of teams use Hadoop daily	



10s of Ks of Hadoop jobs daily	





Source: Wikipedia (All Souls College, Oxford) 

And back!	





… but they’re underused	



Source: http://images3.nick.com/nick-assets/shows/images/house-of-anubis/flipbooks/hidden-room/hidden-room-04.jpg 

Web archives are an important 
part of our cultural heritage…	





Why?	


Restrictive use regimes?	



But I don’t think that’s all…	





Source: http://www.flickr.com/photos/cheryne/8417457803/ 

Users can’t do much with 
current web archives	



Hard to develop tools 
for non-existent needs	





We need deep collaborations between:	


Users (e.g., archivists, journalists, 
historians, digital humanists, etc.)	



Technologists (me and my colleagues)	



Goal: tools to support exploration 
and discovery in web archives	



Beyond browsing…���
Beyond searching…	



Source: http://waterloocyclingclub.ca/wp-content/uploads/2013/05/Help-Wanted-Sign.jpg 



Scalable storage of archived data	



Efficient random access	



Scalable processing and analytics	



Scalable storage and access of derived data	



Desiderata	



Source: http://mrsdaughertysclass.files.wordpress.com/2010/11/carbon-footprint1-jpg.gif 

(Existing work by IA, IIPC, Common Crawl, etc.)	

 (Not much previous work here…)	



HDFS	



HBase	



Hadoop MapReduce	



HBase	





Warcbase	


An open-source platform for managing web 
archives built on         and H   and	



http://warcbase.org/	



Source: Wikipedia (Archive) 



(Open-source implementation of Google’s Bigtable, 
the system behind Gmail, Google Maps, etc.)	



A collection of tables, each of which 
represents a sparse, distributed, 
persistent multidimensional sorted map	



Source: Bonaldo Big Table by Alain Gilles 



WARC/ARC	



Ingestion	



Applications 
and Services	



Processing & Analytics	



Warcbase Application Lifecycle	





Processing and Analytics	


text analysis, webgraph analysis, …	



Derived data stored alongside raw source!	



HDFS files	


HBase rows	



HDFS files	


HBase rows	





Scalability?	


We got 99 problems but scalability ain’t one…	



 – Jay-Z	



Scalability of Warcbase limited by Hadoop/HBase	


Applications are lightweight clients	





WARC/ARC	


Ingestion	



Applications 
and Services	



Demo Applications	



Processing & Analytics	





Sample dataset: crawl of the 108th U.S. Congress	


Monthly snapshots, January 2003 to January 2005	


1.15 TB gzipped ARC files	


29 million captures of 7.8 million unique URLs	


23.8 million captures are HTML files	



Hadoop/HBase cluster:	


16 nodes, dual quad-core processors, 3 × 2TB disks each	





Warcbase Browser	

= Wayback Machine	



Implementation	


Lightweight HBase client embedded in Jetty app	


Reuses Wayback code for rendering	



Key features	


Offloads storage management to HBase	


Transparently scales out with HBase	









Topic Model Explorer	


Implementation	



LDA on each temporal slice	


Adaptation of Termite visualization	





12/21/13 Termite | Topic Model Visualization

file://localhost/Users/jimmylin/Dropbox/workspace/my-life/publications/conferences/WWW2014/warcbase/termite-vis-static.html 1/1
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This  visualization  shows  the  topical  distribution  of  words  in  a  corpus.
The  area  of  a  circle  is  proportional  to  a  word's  frequency  in  a  topic.



Webgraph Explorer	


Implementation	



Link extraction with Hadoop, site-level aggregation	


Computation of standard graph statistics	


d3 interactive visualization	











We need deep collaborations between:	


Users (e.g., archivists, journalisms, 
historians, digital humanists, etc.)	



Technologists (me and my colleagues)	



Warcbase is just the first step…	



Goal: tools to support exploration and discovery	





Source: Wikipedia (Hammer) 

Questions?	




